How to Activate a Gene: Decap Its Associated Noncoding RNA
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Capped and polyadenylated long noncoding RNAs (lncRNAs) are shown to be degraded by a DCP2-mediated turnover mechanism by Geisler et al. (2012); this provides a new level of regulatory control for inducible genes by IncRNAs.

RNAs lead a perilous existence. From their first emergence at the site of transcription to their translation in the cytoplasm, RNAs encounter a whole host of enzymes that can degrade them. It is often underappreciated that the decay rate of an RNA has the same potential to dictate its steady-state level as its rate of synthesis (i.e., transcription). By regulating the rate of mRNA decay through, for example, small RNAs or RNA-binding proteins, the level of RNA can be dramatically altered. This will elicit a corresponding change in protein output. In yeast, the major pathway that degrades protein-coding RNAs (or mRNAs) consists of three steps: shortening of the polyA tail at their 3′ end by enzymes called deadenylases; removal of their 5′ cap by a holoenzyme composed of a catalytic subunit, DCP2, and its activator, DCP1; and decay of their “body” by the exonucleases RAT1 and XRN1, which degrade mRNAs in a 5′ → 3′ manner in the nucleus and cytoplasm, respectively (Garneau et al., 2007). The rate-limiting step for the decay of most mRNAs in eukaryotes is the first step—deadenylation—which several lines of evidence suggest leads to linearization of the mRNA circle, thereby exposing its 5′ end for decapping. While much is known about how this canonical pathway degrades mRNAs, we know little about its role in degrading capped and polyadenylated RNAs that do not encode protein. In this issue of Molecular Cell, Geisler et al. (2012) provide evidence that a significant subset of such noncoding RNAs are degraded by an alternative version of this pathway. They go on to demonstrate that this molecular circuit is vital for the rapid and robust transcriptional activation of inducible genes.

There has been an explosion of interest in noncoding RNAs in the past 10 years. Modern sensitive techniques have revealed that noncoding RNAs are incredibly pervasive; they are transcribed from a far greater proportion of many eukaryotic genomes than the genes that encode proteins (Wang and Chang, 2011). These discoveries have propelled a huge effort to determine the functional role of noncoding RNAs, which has led to the discovery of several classes of short noncoding RNAs—microRNAs, short interfering RNAs (siRNAs), and PIWI-interacting RNAs (piRNAs)—most of which were found to act by repressing the expression of specific target mRNAs or genes. Largely left behind in the initial flurry of research activity have been the long noncoding RNAs (lncRNAs), which are defined as being greater than 200 nt long. In fact, there has been much debate about whether these lncRNAs—which number in the hundreds in many eukaryotic genomes—are merely transcriptional noise with no function. While this may be the case for some lncRNAs, recent studies have shown that some specific lncRNAs influence key biological functions, including pluripotency, cell cycle, and innate immunity (Wang and Chang, 2011). LncRNAs have also been shown to modulate a wide range of molecular processes, including both nuclear events (retrotransposon silencing, gene dosage compensation, gene imprinting, and telomere length) and cytoplasmic events (regulation of mRNA decay and microRNA function) (Figure 1).

Given that lncRNAs are functional, what regulates their level in different contexts? Geisler et al. set out to answer this question. Since most known lncRNAs are capped, these authors hypothesized that their decay would depend on the decapping enzyme DCP2. Indeed, using RNA-Seq, they identified several IncRNAs, including ~100 previously unidentified ones, which are upregulated in DCP2-deficient yeast. Many of these IncRNAs mapped to intergenic and telomeric regions. Intriguingly, several of these DCP2-sensitive IncRNAs mapped in an antisense orientation proximal to inducible genes, many of which are tightly regulated by environmental cues and encode proteins with inducible functions such as iron sensing, inorganic phosphate uptake and metabolism, and sugar metabolism. Among these inducible genes were the GAL genes, which dictate galactose utilization. The authors chose to focus their further efforts on this set of genes for two reasons: (1) galactose utilization in yeast is a classical paradigm for understanding gene regulation, and (2) previous studies identified a functional role for a lncRNA associated with one of the GAL genes: GAL10 (Houseley et al., 2008; Pinskaya et al., 2009). Geiser et al. identified lncRNAs overlapping not only with GAL10, but also the GAL1 and GAL2 structural genes, as well as the GAL4 master regulatory gene. They then found that these GAL lncRNAs are expressed in a manner that is inversely correlated with their cognate protein-coding genes, suggesting the possibility that these lncRNAs repressed their associated GAL genes. To directly test this, they mutated the promoters of the GAL4 and GAL10 lncRNAs and observed increased steady-state levels of their respective cognate mRNAs, suggesting a direct causal role for these lncRNAs in transcriptional repression. To examine...
whether IncRNA stabilized by loss of DCP2 engenders enhanced transcriptional repression of its cognate target, they took advantage of previously published chromatin immunoprecipitation experiments that showed that transcriptional repression of the GAL10 IncRNA target, GAL1, is associated with repressive chromatin marks at the GAL1 promoter (Houseley et al., 2008; Pinskaya et al., 2009). Geisler et al. found that the GAL1 promoter is hypoacetylated in DCP2-deficient cells, which is consistent with the fact that these cells have higher levels of GAL10 IncRNA. The addition of galactose led to increased histone acetylation at this locus in a temporal manner that correlated with increased GAL1 mRNA and decreased GAL10 IncRNA levels. Further evidence for the role of histone acetylation in this response was that the addition of trichostatin A, a histone deacetylase inhibitor, rescued the inducible transcriptional repression of the GAL10 IncRNA levels. Further experiments will be required to pin this down, but there is currently no evidence for this.

A surprising discovery made by Geisler et al. is that the turnover of GAL IncRNAs depends on a noncanonical RNA decay pathway. Using yeast with mutations in different RNA decay pathway components, they showed that GAL IncRNAs are degraded by a pathway independent of the decapping activators DHH1 and LSM1. This was unanticipated, as the decay of mRNAs and even another IncRNA—SRG1—was previously shown to exhibit accelerated decay in response to decapping activators (Thompson and Parker, 2007; Meyer et al., 2004). Also, the decay of GAL IncRNAs was not significantly affected by loss of CCR4, a key component of the CCR4-NOT deadenylase complex. This suggests the possibility that GAL IncRNAs are degraded in a deadenylase-independent manner, perhaps by a mechanism in which decapping, not deadenylation, is the rate-limiting step. However, further experiments will be required to pin this down, including analysis of the effect of loss of other yeast deadenylase components. A perplexing observation by the authors was that GAL10 IncRNA was destabilized in response to loss of TRAMP and exosome components that mediate 3' → 5' exonuclease decay. This is presumably due to an indirect effect, and curiously, it is the opposite result to that obtained in a previous investigation (Houseley et al., 2008). Finally, Geisler et al. observed that IncRNAs differ with regard to the specific exonucleases that ultimately finish them off (Figure 1). In agreement with previous work (van Dijk et al., 2011), the cytoplasmic 5' → 3' exonuclease, XRN1, degrades many of the IncRNAs that Geisler et al. identified by RNA-seq. However, the authors found that some IncRNAs are degraded by the nuclear 5' → 3' exonuclease, RAT1. The importance of RAT1 was reinforced by the finding that GAL10 IncRNA was more functionally compromised by loss of RAT1 than XRN1. Together, these observations suggest the existence of two separate, yet partially redundant, noncanonical decay pathways that function in different subcellular compartments to degrade IncRNAs.

Where do we go from here? One question is whether DCP2 itself is regulated in response to environmental cues. If, for example, DCP2 were more heavily recruited to GAL IncRNAs in response to galactose, this might enhance the decay of these IncRNAs and therefore elicit a more pronounced transcriptional derepression of GAL genes (Figure 1). Posttranslational modifications of DCP2 could also be regulated by environmental cues; in this regard, it has been shown that glucose deprivation triggers DCP2 hyperphosphorylation (Yoon et al., 2010). A surprising finding by Geisler et al. is that GAL IncRNAs are degraded by a unique RNA decay pathway independent of several factors crucial for the decay of most mRNAs. What underlies this? Could it be because they are not translated? Do the principles uncovered by Geisler et al. for the DCP2-mediated IncRNA turnover pathway apply only to the GAL inducible genes, or can they be extrapolated to other IncRNAs? Finally, does IncRNA stability influence the fate of other RNAs? Some microRNAs are processed from a subset of IncRNAs (Eis et al., 2005), raising the possibility that regulation of IncRNA turnover can dictate the level of some microRNAs. Regardless of the answers to these questions, the study herein adds significantly to the growing evidence that transcription and posttranscriptional events cooperate to achieve biological goals.
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In this issue of Molecular Cell, Yata et al. (2012) show that the mitotic kinase and cell-cycle regulator Plk1 can directly stimulate the DNA repair process, providing a potential mechanism of crosstalk between DNA repair and cell-cycle signaling.

The mitotic kinase Plk1 acts as a central choreographer for every substage of mitosis as well as subsequent events during cytokinesis. In addition, Plk1 is required for DNA-damaged cells to re-enter mitosis after repair is concluded and cell-cycle checkpoint signaling is silenced. What no one would have expected, however, is a paradoxical role for this mitotic kinase in stimulating the repair process itself.

DNA damage activates checkpoint pathways—ATM-Chk2, ATR-Chk1, and p38MAPK-MK2—that disable cyclin/CDks, resulting in cell-cycle arrest in G1, S, or G2. In addition, Plk1 activity is inhibited by the DNA damage response. After DNA repair, Plk1 drives mitotic entry by inhibiting the activity of these checkpoint kinase pathways (van Vught and Medema, 2005). Simply put, the G2 checkpoint pathways directly oppose cyclin/CDK activity, and the checkpoint kinases that do this are shut down by the activity of Plk1. DNA repair is also modulated by the cell-cycle response. Repair differs depending on the cell-cycle stage; double-strand DNA breaks (DSBs) in G1, for example, are repaired by error-prone nonhomologous end-joining (NHEJ). In contrast, during S and G2, repair by error-free homologous recombination (HR) can occur because of the availability of the sister chromatid (Moynahan and Jasin, 2010). During HR, 5' to 3' resection of the DSB results in activation of the ATR arm of the DNA damage response as well as the generation of an HR-competent DNA template. For HR to occur in an S- and G2-dependent manner, the cell-cycle machinery and the DNA damage response must intersect. Mre11 and CtIP are two such molecules that “read” both cell-cycle state and DNA damage signaling. Mre11, an exo- and endonuclease component of the Mre11/Rad50/Nbs1 (MRN) complex that is involved in both damage signaling and repair, specifically associates with cyclin A/Cdk2 during late S and G2, the HR competent points in the cell cycle. Similarly, CtIP, which associates with DSBs exclusively at S and G2, is phosphorylated by Cdk2 to generate a BRCA1 phospho-docking site and stabilize CtIP itself (Buis et al., 2012; Sartori et al., 2007). The resulting Mre11/CtIP/BRCA1 complex resects the break, creating a DNA molecule with 3' single-stranded overhangs competent for RPA loading. BRCA2 then loads Rad51 onto the RPA-coated molecule (Figure 1) and inhibits Rad51's ATPase activity to stabilize the Rad51-ssDNA complex. This complex, in turn, invades the sister chromatid, ultimately repairing the damage through homologous recombination (Moynahan and Jasin, 2010; Shin et al., 2003). In this issue, a fascinating new paper by Yata and colleagues now implicates Plk1 phosphorylation of Rad51 in the same process (Yata et al., 2012).

The findings of Yata et al. are surprising, given that the major accepted role of Plk1 is driving cells from G2 into M phase, a stage of the cell cycle where DNA damage signals thought to be required for recruitment of repair machinery are suppressed. Furthermore, Plk1 is known to phosphorylate 53BP1, a molecule important for NHEJ, blocking its ability to form foci after DNA damage (van Vught et al., 2010). Using a series of in vitro kinase assays, Yata et al. now demonstrate that Rad51 is also a substrate of Plk1. Plk1 phosphorylation of Rad51 at S14 primes Rad51 for subsequent CK2 phosphorylation at T13. This CK2-phosphorylated form of Rad51 can then bind directly to the FHA- and tandem