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Abstract When a pattern of spatial or temporal envi-
ronmental variation changes, it takes time for popula-
tions to reach their new stationary distributions, and
during this time, the competitive landscape is also in
flux. As a first step toward understanding community
responses to altered variational regimes, I investigate
the convergence of an annual–perennial plant system
to its stationary spatiotemporal distribution following a
change in environmental variation. I find that, to good
approximation, convergence is the sum of two separate
processes: global convergence, which governs changes
in the total population, and local convergence, which
governs population redistribution. While the slower
process (global or local) eventually governs conver-
gence, the faster process may initially dominate if it
starts further from its stationary distribution, so that the
populations converge quickly at first, then slow down.
That is, when disturbances are spatially heterogeneous,
a system may be initially more resilient under some
initial conditions than others.
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Introduction

Many communities are believed to be maintained
by disturbance (e.g., Abrams 1982; Litvaitis 2001;
Dettmers 2003) or other forms of environmental vari-
ation (e.g., Chesson et al. 2004; Adler et al. 2006), but
disturbance regimes are increasingly being altered as
the result of global climate change (USGCRP 2000), in-
vasive species that act as “ecosystem engineers” (Mack
and D’Antonio 1998), or policy changes (e.g., in fire
suppression practices). Theoretical work on coexis-
tence in variable environments (Chesson 1994, 2000;
Snyder and Chesson 2004; Snyder 2008) can help pre-
dict whether species will continue to coexist in the
new disturbance regime and how they will be distrib-
uted, but this work has focused on long-term dynam-
ics. When a disturbance regime or any other pattern
of environmental variation changes, it takes time for
populations to reach their new stationary distributions,
and during this time, the competitive landscape is also
in flux.

This transition period between one stationary dis-
tribution and another can be especially important for
plants, whose population dynamics are especially sen-
sitive to spatial structure (Silvertown et al. 1992; Rees
et al. 1996; Law and Dieckmann 2000; Stoll and Prati
2001; Turnbull et al. 2007). Furthermore, changes in
vegetative distribution can change the structure of as-
sociated animal communities (Weller and Spratcher
1965), and because of the effects on both plant and
animal communities, it has been argued that the spatial
distribution of plant communities should be considered
when evaluating restoration success (Seabloom and
van der Valk 2003).
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How long do these transient dynamics last? How
quickly can a community adjust to a change in en-
vironmental variation? On a more applied note, how
soon should we expect to see the long-term results of
reinstating a historical disturbance regime? How long
should we monitor environmental impacts after chang-
ing a disturbance regime?

As a first step toward understanding community
responses to altered variational regimes, this paper
investigates the convergence of an annual–perennial
plant system to its stationary spatiotemporal distribu-
tion following a change in the pattern of environmental
variation. I find that, to good approximation, conver-
gence is the sum of two separate processes: global con-
vergence and local convergence. Global convergence
is the convergence of the total population (alterna-
tively, the spatially averaged population) to its eventual
level. Local convergence is the redistribution of the
population to its eventual pattern of high- and low-
density areas, relative to the current spatial average.
The full convergence rate is eventually determined by
whichever process is slower, yet, depending on initial
conditions, the faster process may initially dominate.
In such a case, convergence is relatively rapid at first,
then slows. I present calculations for the global and
local convergence rates and discuss the conditions un-
der which the faster process may initially dominate.
These calculations are also appropriate for analyzing
a system’s recovery rate after a single disturbance, a
quantity often called resilience (sensu Webster et al.
1975; Beddington et al. 1976; Harrison 1979). Consid-
ered from this perspective, this paper finds that, when
disturbances are spatially heterogeneous, resilience de-
pends on initial conditions.

Model

The number of annual seeds at location x in year t is
na(x, t), while the number of perennial adults is np(x, t).
Seeds germinate with probability g j ( j = a, p) and,
upon establishing themselves as adult plants, produce at
most E j(x, t) seeds (“fecundity”), which varies spatially
and temporally as a result of fluctuating environmental
conditions. I represent fecundity by E j as a reminder
that fecundity is determined by environmental condi-
tions and will refer to fecundity as the “environment,”
even though, technically, it is a response to the environ-
ment. Actual seed production is reduced by competi-
tion, C j. The seeds then disperse, traveling a distance z
from their parent with probability k j(z). Annual seeds
that fail to germinate survive with probability sa until
the following year, when they again have a chance to

germinate. Perennial adults survive until the following
year with probability sp. Thus,

na(x, t + 1) =
∫ ∞

−∞
ka(x − y)

(
Eagana

Ca

)
(y, t) dy

+sa(1 − ga)na(x, t) (1)

np(x, t + 1) = gp

∫ ∞

−∞
kp(x − y)

(
Epnp

Cp

)
(y, t) dy

+spnp(x, t), (2)

Competition depends on a weighted average of the lo-
cal populations, with weight function Ujk (“competition
kernel”) defined so that more distant neighbors have
less of a competitive effect:

Ca(x, t) =
∫ ∞

−∞
γapUap(x − y)np(y, t) dy

+
∫ ∞

−∞
γaaUaa(x − y)gana(y, t) dy

Cp(x, t) =
∫ ∞

−∞
γppUpp(x − y)np(y, t) dy

+
∫ ∞

−∞
γpaUpa(x − y)gana(y, t) dy. (3)

The γ coefficients account for the different competitive
effects that annuals and perennials have on each other.
Adult perennials are generally immune to competition
from annuals; however, perennial seedlings still expe-
rience competition from annual seedlings. This extra
source of competition is represented by letting γpa be
small but nonzero.

I used Laplacian dispersal and competition kernels
to generate the figures: k j(z) = exp(−|z|/a j)/(2a j) and
Ujk = exp(−|z|/bjk)/(2bjk). Thus, the mean dispersal
distance for species j is a j, and competition between
species j and k is significant over a distance bjk.

Loosely inspired by California grasslands, I let the
mean annual fecundity (〈Ea〉x,t) be 200, mean perennial
fecundity (〈Ep〉x,t) be 45, and perennial survival (sp)
be 0.5 (for a mean lifetime of 3 years) (Seabloom
et al. 2003; Borer et al. 2007). Germination rates and
the competition coefficients were then set so as to
ensure coexistence, with annual germination (ga) equal
to 0.5, perennial germination (gp) equal to 0.9, γpp =
γap = 1, γaa = 0.6, and γpa = 0.2. This choice for the
competition coefficients is consistent with the finding
that competition imposed on annuals by other annuals
is less than competition imposed on annuals by adult
perennials (Borer et al. 2007).

In the figures, theoretical predictions are compared
against convergence rates obtained by numerically in-
tegrating the full model equations. When numerically
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integrating, the spatial domain is 1,024 units long, which
is always an integral multiple of the spatial period of the
environmental variation. Circular boundary conditions
were used (i.e., the two ends of the domain were treated
as adjacent).

A word on units: the unit of time is 1 year (hence,
there is no survival term for adult annuals). I take the
unit of space to be the radius of an average plant, so
that, with a leptokurtic dispersal kernel such as the one
used here, a mean dispersal distance of 2 represents
short-range dispersal: 46% of the seeds fall within two
“plant radii” from the center of their parent. A mean
dispersal distance of 10 represents long-distance disper-
sal: only 1.5% fall within the two plant radii of their
parent’s center.

Analysis

The key to analyzing the transient dynamics is to as-
sume small fluctuations, linearize the model, and take
the spatial Fourier transform. This causes what would
otherwise be an intractable spatiotemporal process to
decompose into independent matrix models for each
spatial frequency—i.e., for each spatial scale at which
variation is present.

Let us write the local population of species j, n j(x, t),
and the spatially averaged population, 〈n j〉x(t), in terms
of O(σ )1 perturbations u′

j(x, t) and η′
j(t):

〈n j〉x(t) = 〈n j〉x,t(1 + η′
j(t))

n j(x, t) = 〈n j〉x(t)(1 + u′
j(x, t))

= 〈n j〉x,t(1 + u′
j(x, t) + η′

j(t)) + O(σ 2). (4)

In theory, spatial and temporal averages are taken
across all space and all time, though in practice, they
would be taken across one period in a periodic system
or across distances and times much larger than the
spatial and temporal correlation lengths in a stochastic
system. The perturbation η′

j(t) represents the deviation
of the spatially averaged population, 〈n j〉x(t), from the
spatially and temporally averaged population, 〈n j〉x,t,
and η′

j’s convergence to a stationary distribution repre-
sents the global convergence of the spatially averaged
or total population to its new spatiotemporal mean.
The perturbation u′

j(x, t) represents the deviation of

1By “g(x) is O(σ ),” I mean that g(x) decreases rapidly enough

with σ that
∣∣∣∣ g(x)

σ

∣∣∣∣ can be made less than or equal to some positive

constant K for σ small enough. Here, σ is not a model parameter
but rather a bookkeeping device used to ensure a consistent order
of approximation.

the local population from the spatial average, and u′
j’s

convergence to a stationary distribution represents the
local redistribution of the population in accordance
with the new pattern of variation. Similarly, the en-
vironmental response E j(x, t) (representing fecundity,
survival—whatever is varying in response to fluctuating
environmental conditions) can be written in terms of
O(σ ) fluctuations ε j and � j:

〈E j〉x(t) = 〈E j〉x,t(1 + � j(t))

E j(x, t) = 〈E j〉x(t)(1 + ε j(x, t))

= 〈E j〉x,t(1 + ε j(x, t) + � j(t)) + O(σ 2). (5)

Next, we linearize the model equations about 〈n j〉x,t

and 〈E j〉x,t and take the spatial Fourier transform, so
that the dynamics of n j are reexpressed as the dynamics
of η′

j(t) and ũ′
j(q, t), where ũ′

j(q, t) is the spatial Fourier
transform of u′

j(x, t). By taking the Fourier transform
of u′

j(x, t), we are reexpressing u′
j(x, t) as a sum of

sine waves, where ũ′
j(q, t) is the coefficient of the sine

wave at spatial frequency q (period 2π/q). The quantity
ũ′

j(q, t) thus represents the amount of variation present
in u′

j(x, t) at frequency q. Making u′
a and u′

p the compo-
nents of a vector, ũ′, and likewise with η′

a and η′
p, the

linearized dynamics become

ũ′(q, t + 1) = Bu(q)ũ′(q, t) + Bε(q)ε̃(q, t)

η′(t + 1) = Bηη
′(t) + B��(t), (6)

where the components of Bu(q), Bη, Bε(q), and B�

come from the linearized model equations (see the
Appendix).

In the absence of environmental variation, the popu-
lations would come to an equilibrium, constant in space
and time, but external forcing causes the population to
vary in a characteristic pattern. This eventual pattern,
determined by the form of the environmental variation,
is the stationary distribution. A more traditional way
to analyze this system would be to linearize about the
stationary distribution. However, this leaves us with
coefficients that still vary in time and space, which
renders the Fourier transform useless and leaves the
dynamics at different spatial scales coupled. Numerical
evidence shows that linearizing about the spatiotempo-
ral averages of n j and E j allows for good predictions
of the stationary distribution under most circumstances
(see, for example, Snyder 2007), and the convergence
properties are well predicted, as is shown by the figures
in this paper. That is, the stationary distribution for
the linearized system is close to that for the nonlinear
system, and the convergence properties of the two are
similar. This form of linearization yields less accurate
results when the population varies strongly in response
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to environmental variation because these conditions
violate the assumption of small fluctuations. Even then,
however, we can still achieve good convergence predic-
tions by adjusting 〈n j〉x,t, as is discussed at the end of
this section.

Let us write ũ′(q, t) as the (linearized) station-
ary distribution, ũs(q, t), plus a transient portion,
ũ(q, t), and similarly, η′(t) = ηs(t) + η(t). By def-
inition, ũs(q, t + 1) = Bu(q)ũs(q, t) + Bε(q)ε̃(q, t) and
ηs(t + 1) = Bηηs(t) + B��(t). Thus,

ũ(q, t + 1) = Bu(q)ũ(q, t)

η(t + 1) = Bηη(t), (7)

where the elements of Bu(q) and Bη are given in the
Appendix.

For now, let us consider sinusoidal variation at a sin-
gle spatial scale (i.e., E j(x, t) − 〈E j〉x,t ∝ sin(qx) f (t) +
g(t), where 〈 f (t)〉t = 〈g(t)〉t = 0), so that n(x, t) can be
represented by a single Fourier component, ñ(q, t), and
will converge at the same rate as ñ(q, t). Let us also
choose variation without a purely temporal component
(g(t) = 0), for I wish to emphasize that, even in the
absence of purely temporal variation, a change in vari-
ation may still produce a change in 〈n j〉x,t, and so there
will be both global and local convergence processes.

The finite growth rates of perturbations ũ and η are
given by the dominant eigenvalues of Bu and Bη: λ1(Bu)

and λ1(Bη). That is, for larger t, η(t) ∝ λt
1(Bη)η(0)

and ũ(q, t) ∝ λt
1(Bu)ũ(q, 0), and because u(x, t) can be

represented by a single spatial Fourier component,
u(x, t) ∝ λt

1(Bu)u(x, 0). Numerical evidence shows that
this system is stable at all spatial frequencies—there
is nothing akin to a diffusive instability—and so the
dominant eigenvalues must be less than 1. However,
the closer the eigenvalues are to 1, the longer it takes
for the perturbations to fade away and the longer the
transients last.

We have represented n(x, t) by its spatiotemporal
average plus the perturbations u′(x, t) and η′(t) (Eq. 4).
Therefore, the transient portion of n(x, t), n(x, t) −
ns(x, t), is proportional to λt

1(Bu)u(x, 0) + λt
1(Bη)η(0).

That is, n’s convergence is the sum of a local con-
vergence process (λt

1(Bu)u(x, 0)) and a global one
(λt

1(Bη)η(0)). Clearly, whichever eigenvalue is larger
will dominate n’s convergence at later times. However,
initial conditions also play a role. If, say, the spatially
averaged populations are close to their eventual val-
ues (η(0) is small) but the distributions of high- and
low-density areas are far from their eventual forms
(||u(x, 0)|| is large), then the local redistribution of
the populations may initially dominate n’s conver-
gence (||n(x, t) − ns(x, t)|| ∼ λt

1(Bu)) even if n’s conver-

gence ultimately follows that of the total population
(||n(x, t) − ns(x, t)|| ∼ λt

1(Bη)). (Distance measure || · ||
is defined in the caption for Fig. 1.)

Examples can be seen in Figs. 1 and 2. In Fig. 1,
extremely long-range dispersal (aa = ap = 100) allows
the populations to rapidly redistribute themselves, and
this, combined with moderately long-range competition
(baa = bpp = bap = 8), causes there to be little varia-
tion in population density from place to place. We
might expect, therefore, that local convergence would
occur rapidly, and this is confirmed by the small dom-
inant eigenvalue (λ1(Bu) = 0.50). Convergence of the
spatially averaged populations, on the other hand, is
slower: λ1(Bη) = 0.84. When 〈n〉x begins at 20% above
the long-term spatiotemporal average, 〈n〉x,t, then n’s
convergence follows the global convergence process
described by λ1(Bη), apart from a brief initial amplifi-
cation of the perturbation. However, when 〈n〉x begins
at 〈n〉x,t, then η(x, 0) is small and the local convergence
process initially dominates n’s convergence: ||n − ns||
initially vanishes as λt

1(Bu), then crosses over to vanish
as λt

1(Bη).
In Fig. 2, dispersal and between-species competition

are short-range (aa = ap = bap = 2.5), while within-
species competition is long-range (baa = bpp = 10).
When temporal variation is slow, this combination of
traits causes populations to become highly aggregated
in favorable areas (Snyder 2008). This, then, is a case
where local convergence may involve significant move-
ment of populations, which travel slowly because of
restricted dispersal. Local redistribution is slower than
overall changes in population levels, and this is re-
flected in the eigenvalues: (λ1(Bu) = 0.94) > (λ1(Bη) =
0.84). Here, beginning with 〈n〉x = 10〈n〉x,t allows the
global convergence process to dominate briefly: ||n −
ns|| initially vanishes as λt

1(Bη) but then crosses over to
vanish as λt

1(Bu). If 〈n〉x starts at 〈n〉x,t, n’s convergence
is entirely determined by the local convergence process.

Real variation is, of course, unlikely to be sinusoidal.
What happens if the environment varies in a more com-
plicated way, perhaps stochastically? The local conver-
gence process is the sum of convergence processes at all
spatial frequencies, each of which proceeds at its own
rate. Environmental stochasticity can be analyzed by
finding its spectrum and considering the convergence
process at each spatial frequency separately. Small-
scale redistributions happen quickly while large-scale
redistributions take more time. Large-scale redistrib-
utions are likely to dominate the local convergence
process, both because they take longer and because if
variation is positively correlated in space, then there
is typically more variation present at large scales than
at small (e.g., spatial “red noise”). Figure 3 shows con-
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(a) CV = 0.1
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(b) CV = 1

Fig. 1 Distance of n(x, t) from its stationary distribution (ns)
vs time for long-range dispersal and competition. a Small
environmental variation (coefficient of variation (CV) = 0.1)
and b large environmental variation (CV = 1). ||n − ns|| =√∑2

j=1(n j(x0, t) − n js (x0, t))2 (i.e., the L2 norm at an arbitrarily
chosen point x0), where n js (x, t) is the stationary distribution
for species j and x0 is a point far from the boundaries of the
system. Dash-dot line: predicted global convergence rate; dotted
line: predicted local convergence rate. Y intercepts are arbitrary.
Dashed line: n starting with 〈n〉x = 1.2〈n〉x,t; solid line: n starting
with 〈n〉x = 〈n〉x,t. When the populations begin with their spa-
tial averages 20% above their eventual spatiotemporal averages
(dashed line), the global convergence process dominates, and n
converges at the same rate as 〈n〉x. When the populations begin
with their spatial averages equal to their eventual spatiotempo-
ral averages (solid line), the local convergence process initially
dominates as the populations redistribute themselves, so that n
initially converges at the local convergence rate, then crosses over
to converge at the global convergence rate. aa = ap = 100, b11 =
b22 = b12 = 8, εa(x, t) = 0.1 sin(2πx/32) sin(2π t/32) = −εp(x, t).
(Sinusoidal variation in time was chosen simply to make it easier
to determine the stationary distribution.) The remaining para-
meter values are listed and discussed at the end of the “Model”
section. Convergence rates for n were determined by numerically
integrating the model equations, using no approximations
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Fig. 2 Distance of n(x, t) from its stationary distribution (ns) vs
time for short-range dispersal and between-species competition
and long-range within-species competition. a Small environmen-
tal variation (CV = 0.1) and b large environmental variation
(CV = 1). Dash-dot line: predicted global convergence rate; dotted
line: predicted local convergence rate; double-dot line (part b):
predicted global convergence rate using observed 〈n〉x,t (“Ad-
justed global conv.”). Y intercepts are arbitrary. Dashed line:
n starting with 〈n〉x = 10〈n〉x,t; solid line: n starting with 〈n〉x =
〈n〉x,t. When the populations begin with their spatial averages ten
times above their eventual spatiotemporal averages (dashed line),
the global convergence process initially dominates as the total
population drops, so that n converges at the global convergence
rate until roughly time 40, then crosses over to converge at the
local convergence rate. When the populations begin with their
spatial averages equal to their eventual spatiotemporal averages
(solid line), the local convergence process dominates, and n
converges at the same rate as u. aa = ap = b12 = 2.5, b11 = b22 =
10, εa(x, t) and εp(x, t) as in Fig. 1. Convergence rates for n
were determined by numerically integrating the model equations,
using no approximations
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Fig. 3 Distance of n(x, t) from its stationary distribution (ns)
vs time in the presence of spatial variation at two frequen-
cies. The solid line shows ||n(x, t) − ns|| when spatial varia-
tion is present in equal amounts at period 32 and period 16
(ε(x, t) ∝ sin(2π t/32)

[
sin(2πx/32) + sin(2πx/16)

]
), and the dot-

ted line shows convergence when variation is present only at
period 32. Convergence when spatial variation has periods 32 and
8 (not shown) is not visibly different from convergence at periods
32 and 16. Parameters are the same as for Fig. 2

vergence rates when environmental variation is present
in equal amounts with spatial periods 32 and 16, 32
and 8, or only 32. The convergence rates are essentially
identical.

What happens if environmental variation is not
small? After all, some disturbances are extreme, and
in such cases, we might expect linear analysis to break
down. The answer depends on the size of the resulting
population variation. Figures 1b and 2b show the same
convergence processes as in parts a but with fecundity
varying between zero and twice its mean instead of
±10% of the mean. In Fig. 1b, long-range dispersal and
competition ensure that population variation about the
current mean remains moderate, and as a result, the
convergence rates predicted by the eigenvalues remain
good. In Fig. 2b, on the other hand, dispersal and
competition parameters cause population densities to
be very sensitive to environmental variation, and the
large fluctuations in fecundity cause large variation in
population density. Here, the eigenvalues do a poor job
of predicting convergence rates, but this is not entirely
the fault of linearization. The variation in population
density causes our O(σ 0) prediction for 〈n〉x,t to be off,
but if we substitute the observed value for 〈n〉x,t, the
linearized dynamics continue to predict convergence
rates well. I conjecture that using a higher-order pre-
diction for 〈n〉x,t within a linear analysis of the transient
dynamics may provide reasonably accurate results.

Discussion

In summary, the convergence of a population to a new
distribution following a change in disturbance regime
or any other pattern of environmental variation can be
separated into a global convergence process and a local
convergence process. The global convergence process
describes how the total or spatially averaged popula-
tions reach their new levels. This is the process that
governs whether a change in environmental variation
will lead to extinction. The local convergence process
describes how the populations redistribute themselves
into their new pattern of high- and low-density ar-
eas, relative to the current means. This is the process
that governs how a change in environmental varia-
tion will affect local crowding or spatial segregation.
Both processes are important in describing how an in-
dividual’s competitive environment changes following
a change in environmental variation. This paper has
shown that global and local convergence may occur on
very different time scales and that either one may be
slower. While the slower process governs the popula-
tions’ convergence at later times, the faster process may
initially dominate if it starts further from its stationary
distribution than the slower process. In such a case,
the population will converge to its new distribution
relatively quickly at first and then slow down.

To understand how populations adjust to a change in
environmental variation, I have treated the population
distribution just after the change as a perturbation
away from the new distribution. However, the analysis
presented in Section “Analysis” applies equally well
to populations recovering to their original distributions
after a single disturbance. In this context, transient
duration can be thought of as recovery time and con-
vergence rate as resilience. Various empirical studies
have measured resilience without considering spatial
distribution (Steinman et al. 1991; Mulholland et al.
1991; Steinman et al. 1992; Wassenaar et al. 2005), but
for communities where local interactions are important,
such as plant communities, I argue that population
distributions, and not just total population sizes, need
to recover for population dynamics to return to their
predisturbance form. This paper shows that when dis-
turbances are spatially heterogeneous, the resilience of
population distributions depends on initial conditions.
If researchers estimate resilience based on a system’s
initial response to a perturbation, some initial condi-
tions may give an overly optimistic estimate of recovery
rate. Alternatively, it may be that, after the initial rapid
convergence, the population structure is so close to its
eventual form that further convergence has few prac-
tical consequences. If so, resilience estimates based on
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short time series will be accurate but only for certain
initial conditions.

I suspect that modeling is the only way to be certain
that an observed convergence rate is the ultimate con-
vergence rate. That said, the conclusions in this paper
seem likely to be general: for highly aggregated distri-
butions (typically produced by short-range dispersal),
local convergence is likely to be slower than global
convergence, while for more nearly uniform distrib-
utions, global convergence is likely to be slower. If
local convergence is slower, then initial conditions in
which the total population size is far from its even-
tual value may cause convergence to follow the faster
global convergence rate before crossing over to the
local convergence rate. Similarly, if global convergence
is slower, then initial conditions in which the population
distribution is far from its eventual form may cause the
faster local convergence rate to dominate initially.

This paper has focused on a one-time change in
environmental variation, such as that which might oc-
cur with habitat fragmentation or the introduction or
cessation of grazing. These represent a shift from one
stationary pattern of variation to a different stationary
pattern. However, some changes occur continuously.
Global climate change, for example, produces trends in
climate data, so that environmental variation is never
stationary. Population responses to nonstationary vari-
ation are difficult to analyze, but we can hope that
populations converge quickly relative to the time scale

of the trend, so that populations are always in “equi-
librium” with the current environment. The analysis
presented in this paper allows us to determine the
validity of this assumption.

This paper has focused on how local and global
convergence processes affect transient duration after
a change in environmental variation. It will also be
important to understand when we should expect long
transients, what transient behavior may be like, and
what the community consequences will be. These are
the subject of current work and papers in preparation.
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Appendix

Here, I linearize the dynamics of the annual. Lineariza-
tion for the perennial proceeds in similar fashion. As in
the “Analysis” section, let us write na(x, t) = 〈na〉x,t(1 +
η′

a(t) + u′
a(x, t)). If we were interested in the dynamics

of η′
a(t) and u′

a(x, t) (stationary distributions plus tran-
sients), we would need Bε and B� and so would have to
reexpress Ea(x, t) in terms of perturbations εa(x, t) and
�a(t). However, as discussed in the “Analysis” section,
the transient dynamics depend only on Bu and Bη, so
we can let Ea(x, t) = 〈Ea〉x,t. Thus, we rewrite Eq. 1 as

〈na〉x,t
(
1 + η′

a(t + 1) + u′
a(x, t + 1)

)

= ka ∗
⎡
⎣ 〈Ea〉x,tga〈na〉x,t

(
1 + η′

a(t) + u′
a(x, t)

)
γap〈np〉x,t

(
1 + η′

p(t) +
(

Uap ∗ u′
p

)
(x, t)

)
+ γaaga〈na〉x,t

(
1 + η′

a(t) + (
Uaa ∗ u′

a

)
(x, t)

)
⎤
⎦

+ sa(1 − ga)〈na〉x,t
(
1 + η′

a(t) + u′
a(x, t)

)
(8)

Suppressing dependence on x and t for conciseness, we
Taylor expand the right-hand side to first order in u′
and η′ to obtain

1 + η′
a + u′

a

= 〈Ea〉x,tga

d

[
1 + η′

a − γap〈np〉x,tη
′
p

d
− γaaga〈na〉x,tη

′
a

d

+ ka ∗
(

u′
a − γap〈np〉x,t

d
Uap ∗ u′

p

−γaaga〈na〉x,t

d
Uaa ∗ u′

a

)]

+ sa(1 − ga)〈na〉x,t(1 + η′
a + u′

a), (9)

where d = γap〈np〉x,t + γaaga〈na〉x,t.

If we were to take the spatial average of this equa-
tion, all terms with a u′ would vanish, since 〈u′〉x = 0,
and we would be left with an equation for η′

a. Sub-
tracting this equation from both sides, we are left with
an equation for u′

a. We see, then, that the linearized
dynamics of u′

a and η′
a are independent. Subtracting

off the constant terms (which are the equation for
〈na〉x,t) and writing separate equations for η′

a and u′
a, we

obtain

η′
a =

[ 〈Ea〉x,tga

d

(
1 − γaaga〈na〉x,t

d

)
+ sa(1 − ga)

]
η′

a

−〈Ea〉x,tga

d
γap〈np〉x,t

d
η′

p (10)
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and

u′
a = 〈Ea〉x,tga

d
ka∗

[
u′

a−
γaaga〈na〉x,t

d
Uaa∗u′

a

]
+sa(1−ga)u′

a

−〈Ea〉x,tga

d
γap〈np〉x,t

d
ka ∗ Uap ∗ u′

p. (11)

At this point, we take the spatial Fourier transform
of the equation for u′

a. The Fourier transform of a
convolution is a product of Fourier transforms (e.g.,
the Fourier transform of Uaa ∗ u′

a is Ũaaũ′
a), and so by

transforming, we move from an equation where the
dynamics at one location depend on the populations at
all other locations to an equation where the dynamics
at one frequency depend only on the populations at
that frequency. It is this step that allows our dynamical
system to decouple into a set of independent matrix
models at different spatial frequencies.

Finally, we can simplify these expressions somewhat
by noting that, to O(σ ),

〈na〉x,t = 〈Ea〉x,tga〈na〉x,t

γap〈np〉x,t+γaaga〈na〉x,t
+sa(1−ga)〈na〉x,t, (12)

and thus,

〈Ea〉x,tga

γap〈np〉x,t + γaaga〈na〉x,t
≡ 〈Ea〉x,tga

d
= 1 − sa(1 − ga).

(13)

Letting Da = sa(1 − ga), we arrive at our final expres-
sions:

η′
a(t+1)=

[
(1−Da)

(
1−(1−Da)

γaa〈na〉x,t

〈Ea〉x,t

)
+Da

]
︸ ︷︷ ︸

Bη11

η′
a(t)

+
[
−(1 − Da)

2 γap〈np〉x,t

ga〈Ea〉x,t

]
︸ ︷︷ ︸

Bη12

η′
p(t) (14)

ũ′
a(q, t + 1)

=
[
(1−Da) k̃a(q)

(
1−(1−Da)Ũaa(q)

γaa〈na〉x,t

〈Ea〉x,t

)
+Da

]
︸ ︷︷ ︸

Bu11

× ũ′
a(q, t) +

[
−(1 − Da)

2k̃a(q)Ũap(q)
γap〈np〉x,t

ga〈Ea〉x,t

]
︸ ︷︷ ︸

Bu12

× ũ′
p(q, t). (15)

We can find the linearized dynamics of the perennial
in the same fashion, obtaining

Bu11(q) = (1 − Da)̃ka(q)

×
[
1−(1−Da)Ũaa(q)

γaa〈na〉x,t

〈Ea〉x,t

]
+Da (16)

Bu12(q) = −(1 − Da)
2k̃a(q)Ũap(q)

γap〈np〉x,t

ga〈Ea〉x,t
(17)

Bu21(q) = −(1 − sp)
2k̃p(q)Ũ pa(q)

γpaga〈na〉x,t

gp〈Ep〉x,t
(18)

Bu22(q) = (1−sp)̃kp(q)

×
[
1−(1−sp)Ũ pp(q)

γpp〈np〉x,t

gp〈Ep〉x,t

]
+sp (19)

and

Bη11 = (1 − Da)

[
1 − (1 − Da)

γaa〈na〉x,t

〈Ea〉x,t

]
+ Da (20)

Bη12 = −(1 − Da)
2 γap〈np〉x,t

ga〈Ea〉x,t
(21)

Bη21 = −(1 − sp)
2 γpaga〈na〉x,t

gp〈Ep〉x,t
(22)

Bη22 = (1 − sp)

[
1 − (1 − sp)

γpp〈np〉x,t

gp〈Ep〉x,t

]
+ sp. (23)
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