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This book grew out of lecture notes from a mini-course I gave at the 2014 Women and Mathematics program at the Institute for Advanced Study. When asked to provide background reading for the participants, I found myself at a bit of a loss; while there are many excellent books which give some treatment of Haar distributed random matrices, there was no one source that gave a broad, and broadly accessible, introduction to the subject in its own right. My goal has been to fill this gap: to give an introduction to the theory of random orthogonal, unitary, and symplectic matrices which approaches the subject from many angles, includes the most important results that anyone looking to learn about the subject should know, and tells a coherent story that allows the beauty of this many-faceted subject to shine through.

The book begins with a very brief introduction to the orthogonal, unitary, and symplectic groups; just enough to get started talking about Haar measure. The second section includes six different constructions of Haar measure on the classical groups; the chapter also contains some further information on the groups, including some basic aspects of their structure as Lie groups, identification of the Lie algebras, an introduction to representation theory, and discussion of the characters.

Chapter two is about the joint distribution of the entries of a Haar-distributed random matrix. The fact that individual entries are approximately Gaussian is classical and goes back to the late 19th century. This chapter includes modern results on the joint distribution of the entries in various senses: total variation approximation of principal submatrices by Gaussian matrices, in-probability approximation of (much larger) submatrices by Gaussian matrices, and a treatment of arbitrary projections of Haar measure via Stein’s method.

Chapters three and four deal with the eigenvalues. Chapter three is all about exact formulas: the Weyl integration formulas, the structure of the eigenvalue processes as determinantal point processes with explicit kernels, exact formu-
las due to Diaconis and Shahshahani for the matrix moments, and an interesting
decomposition (due to Eric Rains) of the distribution of eigenvalues of powers
of random matrices.

Chapter four deals with asymptotics for the eigenvalues of large matrices:
the sine kernel microscopic scaling limit, limit theorems for the empirical spec-
tral measures and linear eigenvalue statistics, large deviations for the empirical
spectral measures, and an interesting self-similarity property of the eigenvalue
distribution.

Chapters five and six are where this project began: concentration of measure
on the classical compact groups, with applications in geometry. Chapter five
introduces the concept of concentration of measure, the connection with log-
Sobolev inequalities, and derivations of optimal (at least up to constants) log-
Sobolev constants. The final section contains concentration inequalities for the
empirical spectral measures of random unitary matrices.

Chapter six has some particularly impressive applications of measure concen-
tration on the classical groups to high-dimensional geometry. First, a proof
of the celebrated Johnson–Lindenstrauss lemma via concentration of measure
on the orthogonal group, with a (very brief) discussion of the role of the lemma
in randomized algorithms. The second section is devoted to a proof of Dvoret-
zyk’s theorem, via concentration of measure on the unitary group. The final
section gives the proof of a “measure-theoretic” Dvoretzky theorem, show-
ing that subject to some mild constraints, most marginals of high-dimensional
probability measures are close to Gaussian.

Finally, chapter seven gives a taste of the intriguing connection between
eigenvalues of random unitary matrices and zeros of the Riemann zeta func-
tion. There is a section on Montgomery’s theorem and conjecture on pair cor-
relations and one on the results of Keating and Snaith on the characteristic
polynomial of a random unitary matrix, which led them to exciting new con-
jectures on the zeta side. Some numerical evidence (and striking pictures) are
presented.

Haar-distributed random matrices appear and play important roles in a wide
spectrum of subfields of mathematics, physics, and statistics, and it would
never have been possible to mention them all. I have used the end of chapter
notes in part to give pointers to some interesting topics and connections that I
have not included, and doubtless there are many more that I did not mention
at all. I have tried to make the book accessible to a reader with an undergradu-
ate background in mathematics generally, with a bit more in probability (e.g.,
comfort with measure theory would be good). But because the random matrix
theory of the classical compact groups touches on so many diverse areas of
mathematics, it has been my assumption in writing this book that most readers
will not be familiar with all of the background which comes up. I have done my
best to give accessible, bottom-line introductions to the areas I thought were
most likely to be unfamiliar, but there are no doubt places where an unfamiliar
(or more likely, vaguely familiar, but without enough associations for comfort)
phrase will suddenly appear. In these cases, it seems best to take the advice
of John von Neumann, who said to a student “… in mathematics you don’t
understand things. You just get used to them.”

One of the greatest pleasures in completing a book is the opportunity to
thank the many sources of knowledge, advice, wisdom, and support that made
it possible. My thanks firstly to the Institute for Advanced Study and the or-
ganizers of the Women and Mathematics program for inviting me to give the
lectures that inspired this book. Thanks also to the National Science Founda-
tion for generous support while I wrote it.

Persi Diaconis introduced me to random matrix theory (and many other
things) and taught me to tell a good story.

Amir Dembo encouraged me to embark on this project and gave me valuable
advice about how to do it well.

I am grateful to Pierre Albin and Tyler Lawson for their constant willingness
to patiently answer all of my questions about geometry and algebra, and if
they didn’t already know the answers, to help me wade through unfamiliar
literature. Experienced guides make all the di-

Many thanks to Jon Keating, Arun Ram, and Michel Ledoux for answering
my questions about their work and pointing me to better approaches than the
ones I knew about. Particular thanks to Nathaël Gozlan for explaining tricky
details that eluded me.

My sincere thanks to Andrew Odlyzko for providing the figures based on
his computations of zeta zeros.

Thanks to my students, especially Tianyue Liu and Kathryn Stewart, whose
questions and comments on earlier drafts certainly enriched the end result.

The excellent and topical photograph on the frontispiece was found (I still
don’t know how) by Tim Gowers.

As ever, thanks to Sarah Jarosz, this time for Undercurrent, which got me
most of the way there, and to Yo-Yo Ma for Six Evolutions, which carried me
to the finish line.

And how to thank my husband and collaborator, Mark Meckes? We have
discussed the material in this book for so long and in so many contexts that his
viewpoint is inextricably linked with my own. He has lived with the writing of
this book, always willing to drop a (probably more important) conversation or
task in order to let me hash out a point that suddenly felt terribly urgent. If my
writing helps to illuminate the ideas I have tried to describe, it is because I got to talk it out first at the breakfast table.
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Haar measure on the classical compact matrix groups

1.1 The classical compact matrix groups

The central objects of study in this book are randomly chosen elements of the classical compact matrix groups: the orthogonal group \( O(n) \), the unitary group \( U(n) \), and the symplectic group \( Sp(2n) \). The groups are defined as follows.

**Definition**

1. An \( n \times n \) matrix \( U \) over \( \mathbb{R} \) is **orthogonal** if

\[
UU^T = U^T U = I_n, \quad (1.1)
\]

where \( I_n \) denotes the \( n \times n \) identity matrix, and \( U^T \) is the transpose of \( U \). The set of \( n \times n \) orthogonal matrices over \( \mathbb{R} \) is denoted \( O(n) \).

2. An \( n \times n \) matrix \( U \) over \( \mathbb{C} \) is **unitary** if

\[
UU^* = U^* U = I_n, \quad (1.2)
\]

where \( U^* \) denotes the conjugate transpose of \( U \). The set of \( n \times n \) unitary matrices over \( \mathbb{C} \) is denoted \( U(n) \).

3. An \( 2n \times 2n \) matrix \( U \) over \( \mathbb{C} \) is **symplectic** if \( U \in U(2n) \) and

\[
UJU^T = U^T JU = J, \quad (1.3)
\]

where

\[
J := \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix}. \quad (1.4)
\]

The set of \( 2n \times 2n \) symplectic matrices over \( \mathbb{C} \) is denoted \( Sp(2n) \).

Alternatively, the symplectic group can be defined as the set of \( n \times n \) matrices \( U \) with quaternionic entries, such that \(UU^* = I_n \), where \( U^* \) is the (quaternionic) conjugate transpose: for

\[
\mathbb{H} = \{a + bi + cj + dk : a, b, c, d \in \mathbb{R}\}
\]
the skew-field of quaternions, satisfying the relations
\[ i^2 = j^2 = k^2 = ijk = -1, \]

quaternionic conjugation is defined by
\[ \overline{a + bi + cj + dk} = a - bi - cj - dk. \]

Quaternions can be represented as $2 \times 2$ matrices over $\mathbb{C}$; the map
\[
(a + bi + cj + dk) \mapsto \begin{bmatrix} a + bi & c + di \\ -c + di & a - bi \end{bmatrix}
\]
is an isomorphism of $\mathbb{H}$ onto
\[
\left\{ \begin{bmatrix} z & w \\ -\bar{w} & \bar{z} \end{bmatrix} : z, w \in \mathbb{C} \right\}.
\]

More generally, if $A, B, C, D \in M_n(\mathbb{R})$, then the matrix
\[
M = A + Bi + Cj + Dk \in M_n(\mathbb{H})
\]
is associated to the matrix
\[
M_C = I_2 \otimes A + iQ_2 \otimes B + Q_3 \otimes C + iQ_4 \otimes D,
\]
where
\[
Q_2 := \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad Q_3 := \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad Q_4 := \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}
\]
and $\otimes$ denotes the Kronecker product. Any matrix $M \in M_{2n}(\mathbb{C})$ of this form has the property that
\[
MJ = JM
\]
for $J = Q_3 \otimes I_n$ as above, and the condition $UU^* = I_n$ for $U \in M_n(\mathbb{H})$ is equivalent to $\overline{U}U^* = I_n$ over $\mathbb{C}$.

We will generally consider the symplectic group in its complex version, as a subgroup of the (complex) unitary group, although certain geometric properties of the group can be more cleanly characterized in the quaternionic form.

Note that it is immediate from the definitions that $U$ is orthogonal if and only if $U^T$ is orthogonal, and $U$ is unitary or symplectic if and only if $U^*$ is.

The algebraic definitions given above are nicely compact but may not make the importance of these groups jump right out; the following lemma gives some indication as to why they play such a central role in many areas of mathematics.
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Lemma 1.1 1. Let $M$ be an $n \times n$ matrix over $\mathbb{R}$ or $\mathbb{C}$. Then $M$ is orthogonal or unitary if and only if the columns of $M$ form an orthonormal basis of $\mathbb{R}^n$, resp. $\mathbb{C}^n$.

2. For $U$ an $n \times n$ matrix over $\mathbb{R}$, $U \in O(n)$ if and only if $U$ acts as an isometry on $\mathbb{R}^n$; that is,

$$\langle Uv, Uw \rangle = \langle v, w \rangle$$

for all $v, w \in \mathbb{R}^n$.

3. For $U$ an $n \times n$ matrix over $\mathbb{C}$, $U \in U(n)$ if and only if $U$ acts as an isometry on $\mathbb{C}^n$:

$$\langle Uv, Uw \rangle = \langle v, w \rangle$$

for all $v, w \in \mathbb{C}^n$.

4. Consider $\mathbb{C}^{2n}$ equipped with the skew-symmetric form

$$\omega(v, w) = v_1 w_{n+1} + \cdots + v_n w_{2n} - v_{n+1} w_1 - \cdots - v_{2n} w_n = \sum_{k,l} J_{kl} v_k w_l,$$

where

$$J = \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix}$$

as above. For a $2n \times 2n$ matrix $U$ over $\mathbb{C}$, $U \in S_{2n}(2n)$ if and only if $U$ is an isometry of $\mathbb{C}^{2n}$ which preserves $\omega$:

$$\langle Uv, Uw \rangle = \langle v, w \rangle \quad \text{and} \quad \omega(Uv, Uw) = \omega(v, w)$$

for all $v, w \in \mathbb{C}^{2n}$.

5. If $U \in O(n)$ or $U \in U(n)$, then $|\det(U)| = 1$. If $U \in S_{2n}(2n)$, then $\det(U) = 1$.

**Proof** Note that the $(i, j)^{th}$ entry of $U^T U$ (if $U$ has real entries) or $U^* U$ (if $U$ has complex or quaternionic entries) is exactly the inner product of the $i$th and $j$th columns of $U$. So $U^T U = I_n$ or $U^* U = I_n$ is exactly the same thing as saying the columns of $U$ form an orthonormal basis of $\mathbb{R}^n$ or $\mathbb{C}^n$.

For $U \in M_n(\mathbb{R})$, $\langle Uv, Uw \rangle = \langle U^T Uv, w \rangle$, and so $\langle Uv, Uw \rangle = \langle v, w \rangle$ for all $v$ and $w$ if and only if $U^T U = I$. The proofs of parts 3 and 4 are similar. For part 5, on any of the groups,

$$|\det(U)|^2 = \det(U^T \overline{\det(U)}) = \det(U) \det(U^*) = \det(UU^*) = \det(I_n) = 1.$$

The easiest way to see that if $U \in S_{2n}(2n)$, then in fact $\det(U) = 1$ is to use the Pfaffian: for a skew-symmetric matrix $A$, the Pfaffian $\text{pf}(A)$ is defined by
sum-over-permutations formula along the lines of the determinant, and has the property that for $2n \times 2n$ matrices $A$ and $B$,

$$\text{pf}(BAB^T) = \det(B) \text{pf}(A).$$

Applying this to the defining relation of $\mathbb{S}p(2n)$,

$$\text{pf}(J) = \text{pf}(UJU^T) = \det(U) \text{pf}(J),$$

and so (using the easily verified fact that $\text{pf}(J) \neq 0$), $\det(U) = 1$. $\square$

We sometimes restrict attention to the so-called “special” counterparts of the orthogonal and unitary groups, defined as follows.

**Definition** The set $\mathbb{SO}(n) \subseteq \mathbb{O}(n)$ of **special orthogonal matrices** is defined by

$$\mathbb{SO}(n) := \{U \in \mathbb{O}(n) : \det(U) = 1\}.$$ 

The set $\mathbb{SO}^-(n) \subseteq \mathbb{O}(n)$ (the **negative coset**) is defined by

$$\mathbb{SO}^-(n) := \{U \in \mathbb{O}(n) : \det(U) = -1\}.$$ 

The set $\mathbb{SU}(n) \subseteq \mathbb{U}(n)$ of **special unitary matrices** is defined by

$$\mathbb{SU}(n) := \{U \in \mathbb{U}(n) : \det(U) = 1\}.$$ 

Since the matrices of the classical compact groups all act as isometries of $\mathbb{C}^n$, all of their eigenvalues lie on the unit circle $S^1 \subseteq \mathbb{C}$. In the orthogonal and symplectic cases, there are some built-in symmetries:

**Exercise 1.2** Show that each matrix in $\mathbb{SO}(2n+1)$ has 1 as an eigenvalue, each matrix in $\mathbb{SO}^-(2n+1)$ has $-1$ as an eigenvalue, and each matrix in $\mathbb{SO}^-(2n+2)$ has both $-1$ and 1 as eigenvalues.

The sets $\mathbb{O}(n)$, $\mathbb{U}(n)$, $\mathbb{S}p(2n)$, $\mathbb{SO}(n)$, and $\mathbb{SU}(n)$ of matrices defined above are **compact Lie groups**; that is, they are groups (with matrix multiplication as the operation), and they are compact manifolds, such that the multiplication and inverse maps are smooth. Moreover, these groups can naturally be viewed as closed submanifolds of Euclidean space: $\mathbb{O}(n)$ and $\mathbb{SO}(n)$ are submanifolds of $\mathbb{R}^{n^2}$; $\mathbb{U}(n)$ and $\mathbb{SU}(n)$ are submanifolds of $\mathbb{C}^{n^2}$ and $\mathbb{S}p(2n)$ is a submanifold of $\mathbb{C}^{(2n)^2}$. Rather than viewing these matrices as $n^2$-dimensional vectors, it is more natural to view them as elements of the Euclidean spaces $M_n(\mathbb{R})$ (resp. $M_n(\mathbb{C})$) of $n \times n$ matrices over $\mathbb{R}$ (resp. $\mathbb{C}$), where the Euclidean inner products are written as

$$\langle A, B \rangle_{\text{HS}} := \text{Tr}(AB^T)$$
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for \( A, B \in M_n(\mathbb{R}) \), and

\[
\langle A, B \rangle_{HS} := \text{Tr}(AB^*)
\]

for \( A, B \in M_n(\mathbb{C}) \). These inner products are called the Hilbert–Schmidt inner products on matrix space.

The Hilbert–Schmidt inner product induces a norm on matrices; it is sometimes called the Frobenius norm or the Schatten 2-norm, or just the Euclidean norm. This norm is unitarily invariant:

\[
\|UBV\|_{HS} = \|B\|_{HS}
\]

when \( U \) and \( V \) are unitary (as is easily seen from the definition). This implies in particular that if \( U \in \mathbb{O}(n) \) (resp. \( U(n) \)), then the map \( R_U : M_n(\mathbb{R}) \to M_n(\mathbb{R}) \) (resp. \( R_U : M_n(\mathbb{C}) \to M_n(\mathbb{C}) \)) defined by

\[
R_U(M) = UM
\]

is an isometry on \( M_n(\mathbb{R}) \) (resp. \( M_n(\mathbb{C}) \)) with respect to the Hilbert–Schmidt inner product.

The Hilbert–Schmidt norm is also submultiplicative:

\[
\|AB\|_{HS} \leq \|A\|_{HS} \|B\|_{HS}.
\]

In fact, this is true of all unitarily invariant norms (subject to the normalization \( \|E_{11}\| = 1 \)), but it is particularly easy to see for the Hilbert–Schmidt norm: let \( B \) have columns \( b_1, \ldots, b_n \); then \( \|B\|_{HS}^2 = \sum_{j=1}^n |b_j|^2 \), where \( |\cdot| \) is the Euclidean norm on \( \mathbb{C}^n \). Now, \( AB \) has columns \( Ab_1, \ldots, Ab_n \), and so

\[
\|AB\|_{HS}^2 = \sum_{j=1}^n |Ab_j|^2 \leq \|A\|_{op}^2 \|B\|_{HS}^2,
\]

where \( \|A\|_{op} = \sup_{\|x\|=1} |Ax| \) is the operator norm of \( A \); i.e., the largest singular value of \( A \). Writing the singular value decomposition \( A = U\Sigma V \) and using the unitary invariance of the Hilbert–Schmidt norm,

\[
\|A\|_{op}^2 = \sigma_1^2 \leq \sum_{j=1}^n \sigma_j^2 = \|\Sigma\|_{HS}^2 = \|A\|_{HS}^2,
\]

from which the submultiplicativity follows. Indeed, the sharper estimate

\[
\|AB\|_{HS} \leq \|A\|_{op} \|B\|_{HS}
\]

is often useful.

The discussion above gives two notions of distance on the classical compact
matrix groups: firstly, the Hilbert–Schmidt inner product can be used to define
the distance between two matrices $A$ and $B$ by

$$d_{\text{HS}}(A, B) := \|A - B\|_{\text{HS}} := \sqrt{(A - B, A - B)_{\text{HS}}} = \sqrt{\text{Tr}[(A - B)(A - B)^*]}.$$  
(1.5)

Alternatively, since for example $A, B \in \mathbb{U}(n)$ can be thought of as living in a
submanifold of Euclidean space $M_n(\mathbb{C})$, one can consider the geodesic distance
$d_g(A, B)$ between $A$ and $B$; that is, the length, as measured by the Hilbert–
Schmidt metric, of the shortest path lying entirely in $\mathbb{U}(n)$ between $A$ and $B$.
In the case of $\mathbb{U}(1)$, this is arc-length distance, whereas the Hilbert–Schmidt
distance defined in Equation (1.5) is the straight-line distance between two
points on the circle. Ultimately, the choice of metric is not terribly important:

**Lemma 1.3** Let $A, B \in \mathbb{U}(n)$. Then

$$d_{\text{HS}}(A, B) \leq d_g(A, B) \leq \frac{\pi}{2} d_{\text{HS}}(A, B).$$

That is, the two notions of distance are equivalent in a dimension-free way.

**Proof** The inequality $d_{\text{HS}}(A, B) \leq d_g(A, B)$ follows trivially from the fact that
the Hilbert–Schmidt distance is the geodesic distance in Euclidean space.

For the other inequality, first note that $d_g(A, B) \leq \frac{\pi}{2} d_{\text{HS}}(A, B)$ for $A, B \in \mathbb{U}(1)$; that is, that arc-length on the circle is bounded above by $\frac{\pi}{2}$ times Eu-
clidean distance.

Next, observe that both $d_{\text{HS}}(\cdot, \cdot)$ and $d_g(\cdot, \cdot)$ are translation-invariant; that is,
if $U \in \mathbb{U}(n)$, then

$$d_{\text{HS}}(UA, UB) = d_{\text{HS}}(A, B) \quad \text{and} \quad d_g(UA, UB) = d_g(A, B).$$

In the case of the Hilbert–Schmidt distance, this is immediate from the fact that
the Hilbert–Schmidt norm is unitarily invariant. For the geodesic distance,
translation invariance follows from the fact that, since any matrix $U \in \mathbb{U}(n)$
acts as an isometry of Euclidean space, every path between $A$ and $B$ lying in
$\mathbb{U}(n)$ corresponds to a path between $UA$ and $UB$ of the same length, also lying in $\mathbb{U}(n)$.

Now fix $A, B \in \mathbb{U}(n)$ and let $A^{-1}B = UAU^*$ be the spectral decomposition
of $A^{-1}B$. Then for either distance,

$$d(A, B) = d(I_n, A^{-1}B) = d(I_n, UAU^*) = d(U^*U, \Lambda) = d(I_n, \Lambda),$$

and so it suffices to assume that $A = I_n$ and $B$ is diagonal.

Write $B = \text{diag}(e^{ih_1}, \ldots, e^{ih_n})$. Then the length of the path in $\mathbb{U}(n)$ from $A$ to
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B given by \( U(t) := \text{diag}(e^{it_1}, \ldots, e^{it_n}) \), for \( 0 \leq t \leq 1 \) is

\[
\int_0^1 \| U'(t) \|_{HS} \, dt = \int_0^1 \| \text{diag}(i\theta_1, \ldots, i\theta_n) \|_{HS} \, dt
\]

\[
= \int_0^1 \sqrt{\theta_1^2 + \cdots + \theta_n^2} \, dt
\]

\[
\leq \frac{\pi}{2} \int_0^1 \sqrt{|1 - e^{i\theta_1}|^2 + \cdots + |1 - e^{i\theta_n}|^2} \, dt
\]

\[
= \frac{\pi}{2} \| I_n - \text{diag}(e^{i\theta_1}, \ldots, e^{i\theta_n}) \|_{HS},
\]

using the fact that

\[
\theta^2 = d_g(1, e^{i\theta})^2 \leq \frac{\pi^2}{4} d_{HS}(1, e^{i\theta}),
\]

as noted above. \( \square \)

1.2 Haar measure

The main goal of this book is to answer the broad general question “What is a random orthogonal, unitary, or symplectic matrix like?”. To do this, a natural probability measure on each of these groups is needed.

Just as the most natural probability measure (i.e., uniform measure) on the circle is defined by rotation invariance, if \( G \) is one of the matrix groups defined in the last section, a “uniform random element” of \( G \) should be a random \( U \in G \) whose distribution is translation invariant; that is, if \( M \in G \) is any fixed matrix, then the equality in distribution

\[
MU \overset{d}{=} UM \overset{d}{=} U
\]

should be satisfied. Phrased slightly differently, the distribution of a uniform random element of \( G \) should be a translation invariant probability measure \( \mu \) on \( G \): for any measurable subset \( A \subseteq G \) and any fixed \( M \in G \),

\[
\mu(MA) = \mu(A) = \mu(A),
\]

where \( MA := \{MU : U \in A\} \) and \( AM := \{UM : U \in A\} \).

It is a theorem due to A. Haar that there is one, and only one, way to do this.

Theorem 1.4 Let \( G \) be any of \( O(n) \), \( SO(n) \), \( U(n) \), \( SU(n) \), or \( Sp(2n) \). Then there is a unique translation invariant probability measure (called Haar measure) on \( G \).
The theorem is true in much more generality (in particular, any compact Lie group has a Haar probability measure). In the most general case the property of left-invariance is not equivalent to that of right-invariance, but in the case of compact Lie groups, left-invariance implies right-invariance and vice versa, so the phrase “translation-invariance” will be used in what follows, and will be assumed to include both left- and right-invariance.

**Exercise 1.5**

1. Prove that a translation-invariant probability measure on $O(n)$ is invariant under transposition: if $U$ is Haar-distributed, so is $U^T$.

2. Prove that a translation-invariant probability measure on $U(n)$ is invariant under transposition and under conjugation: if $U$ is Haar-distributed, so are both $U^T$ and $U^*$.

Theorem 1.4 is an existence theorem which doesn’t itself provide a description of Haar measure in specific cases. In the case of the circle, i.e., $U(1)$, it is clear that Haar measure is just (normalized) arc length. The remainder of this section gives six different constructions of Haar measure on $O(n)$, with some comments about adapting the constructions to the other groups. For most of the constructions, the resulting measure is only shown to be invariant on one side; the invariance on the other side then follows from the general fact mentioned above that on compact Lie groups, one-sided invariance implies invariance on both sides.

### The Riemannian perspective

It has already been noted that $O(n) \subseteq M_n(\mathbb{R})$ and that it is a compact submanifold. It has two connected components: $SO(n)$ and $SO^-(n)$, the set of orthogonal matrices $U$ with $\det(U) = -1$. At each point $U$ of $O(n)$, there is a tangent space $T_U(O(n))$, consisting of all the tangent vectors to $O(n)$ based at $U$.

A map between manifolds induces a map between tangent spaces as follows. Let $M_1, M_2$ be manifolds and $\varphi : M_1 \to M_2$. If $x \in T_pM_1$, then there is a curve $\gamma : [0, 1] \to M_1$ such that $\gamma(0) = p$ and $\gamma'(0) = x$. Then $\varphi \circ \gamma$ is a curve in $M_2$ with $\varphi \circ \gamma(0) = \varphi(p)$ and $(\varphi \circ \gamma)'(0)$ is a tangent vector to $M_2$ at $\varphi(p)$. We take this to be the definition of $\varphi_*(x)$ (it must of course be checked that this gives a well-defined linear map on $T_pM_1$ for each $p$).

A Riemannian metric $g$ on a manifold $M$ is a family of inner products, one on the tangent space $T_pM$ to $M$ at each point $p \in M$. The submanifold $O(n)$ inherits such a metric from $M_n(\mathbb{R})$, since at each point $U$ in $O(n)$, $T_U(O(n))$ is
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a subspace of $T_U(M_n(\mathbb{R})) \cong M_n(\mathbb{R})$. Because multiplication by a fixed orthog-
onal matrix $V$ is an isometry of $M_n(\mathbb{R})$, the induced map on tangent spaces is also
an isometry: if $U \in \mathbb{O}(n)$ with $X_1, X_2 \in T_U(\mathbb{O}(n))$ tangent vectors to $\mathbb{O}(n)$
at $U$, and $R_V : \mathbb{O}(n) \to \mathbb{O}(n)$ denotes multiplication by a fixed $V \in \mathbb{O}(n)$, then

$$g_{UU}(R_V X_1, (R_V) X_2) = g_U(X_1, X_2).$$

On any Riemannian manifold, the Riemannian metric uniquely defines a
notion of volume. Since the metric is translation-invariant, the normalized vol-
ume form on $\mathbb{O}(n)$ is a translation-invariant probability measure; that is, it's Haar measure.

Since each of the classical compact matrix groups is canonically embedded
in Euclidean space, this construction works the same way in all cases.

An explicit geometric construction

Recall that $U \in \mathbb{O}(n)$ if and only if its columns are orthonormal. One way to
construct Haar measure on $\mathbb{O}(n)$ is to add entries to an empty matrix column
by column (or row by row), as follows. First choose a random vector $u_1$
uniformly from the sphere $S^{n-1} \subseteq \mathbb{R}^n$ (that is, according to the probability measure
defined by normalized surface area). Take $u_1$ as the first column of the matrix;
by construction, $\|u_1\| = 1$. Now choose $u_2$ randomly according to surface area
measure on

$$\left\{ u_1^\perp \right\} \cap S^{n-1} = \{ x \in \mathbb{R}^n : \|x\| = 1, \langle x, u_1 \rangle = 0 \}$$

and let this be the second column of the matrix. Continue in this way; each col-
umn is chosen uniformly from the unit sphere of vectors which are orthogonal
to each of the preceding columns. The resulting matrix

$$
\begin{bmatrix}
| & | \\
| u_1 \ldots u_n | \\
| & | 
\end{bmatrix}
$$

is obviously orthogonal; the proof that its distribution is translation-invariant
is as follows.

Observe that if $M$ is a fixed orthogonal matrix, then since

$$M \begin{bmatrix}
| & | \\
| u_1 \ldots u_n | \\
| & | 
\end{bmatrix} = \begin{bmatrix}
| & | \\
| Mu_1 \ldots Mu_n | \\
| & | 
\end{bmatrix},$$

the first column of $M \begin{bmatrix}
| & | \\
| u_1 \ldots u_n | \\
| & | 
\end{bmatrix}$ is constructed by choosing $u_1$ uniformly
from $\mathbb{S}^{n-1}$ and then multiplying by $M$. But $M \in \mathbb{O}(n)$ means that $M$ acts as a linear isometry of $\mathbb{R}^n$, so it preserves surface area measure on $\mathbb{S}^{n-1}$. That is, the distribution of $Mu_1$ is exactly uniform on $\mathbb{S}^{n-1}$.

Now, since $M$ is an isometry, $\langle Mu_2, Mu_1 \rangle = 0$ and because $M$ is an isometry of $\mathbb{R}^n$, it follows that $Mu_2$ is uniformly distributed on $\{ x \in \mathbb{R}^n : \langle x, Mu_1 \rangle = 0 \}$.

So the second column of $M[u_1 \ldots u_n]$ is distributed uniformly in the unit sphere of the orthogonal complement of the first column.

Continuing the argument, the distribution of $M[u_1 \ldots u_n]$ is exactly the same as the distribution of $[u_1 \ldots u_n]$; i.e., the construction is left-invariant. It follows by uniqueness that it produces Haar measure on $\mathbb{O}(n)$.

To construct Haar measure on $\mathbb{U}(n)$, one need only draw the columns uniformly from complex spheres in $\mathbb{C}^n$. To get a random matrix in $\mathbb{S}\mathbb{O}(n)$, the construction is identical except that there is no choice about the last column; the same is true for $\mathbb{SU}(n)$.

The analogous construction on the representation of elements of $\mathbb{S}\mathbb{D}(2n)$ by $2n \times 2n$ unitary matrices works as follows. For $U$ to be in $\mathbb{S}\mathbb{D}(2n)$, its first column $u_1$ must lie in the set

$$
\{ x \in \mathbb{C}^{2n} : \| x \| = 1, \langle x, Ju_1 \rangle = 0 \},
$$

where $J$ is the matrix defined in (1.4). This condition $\langle x, Ju \rangle = 0$ defines a hyperboloid in $\mathbb{C}^n$ ($J$ is unitarily diagonalizable and has eigenvalues $i$ and $-i$, each with multiplicity $n$). The set above is thus the intersection of the sphere with this hyperboloid; it is an $(n-2)$-dimensional submanifold of $\mathbb{C}^n$ from which we can choose a point uniformly: this is how we choose $u_1$. If $n > 1$, one then chooses the second column uniformly from the set

$$
\{ x \in \mathbb{C}^{2n} : \| x \| = 1, \langle x, u_1 \rangle = 0, \langle x, Ju_1 \rangle = 0 \};
$$

for $n = 1$, one chooses the second column uniformly from

$$
\{ x \in \mathbb{C}^2 : \| x \| = 1, \langle x, u_1 \rangle = 0, \langle x, Ju_1 \rangle = 0 \}. 
$$

The construction continues: the fourth column $u_4$ is chosen uniformly from the intersection of the unit sphere, the hyperboloid $\{ x : \langle x, Ju \rangle = 0 \}$, and the (affine) subspaces given by the conditions $\langle x, Ju_\ell \rangle = 0$ for $1 \leq \ell \leq \min(k-1, n)$ and $\langle x, Ju_{k+1} \rangle = 0$ for $n+1 \leq \ell < k$ (if $k \geq n+2$). The argument that this construction is invariant under right-translation by an element of $\mathbb{S}\mathbb{D}(2n)$ is similar to the argument above, making use of the fact that for $M \in \mathbb{S}\mathbb{D}(2n)$ given, $M$ is an isometry of $\mathbb{C}^n$ and $MJ = JM$. 
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A different inductive construction

In this construction, a random element of $\mathcal{O}(n)$ is built up successively from smaller groups. Since it is clear how to choose a random element of $\mathcal{O}(1)$ (flip a coin!), one need only describe how to get a random element of $\mathcal{O}(n)$ from a random element of $\mathcal{O}(n-1)$.

Let $U_{n-1}$ be distributed according to Haar measure on $\mathcal{O}(n-1)$, and let $M \in \mathcal{O}(n)$ be independent of $U_{n-1}$ and have its first column distributed uniformly on $\mathbb{S}^{n-1} \in \mathbb{R}^n$. (The distribution of the remaining columns is irrelevant.) Then define $U_n$ by

$$U_n := M \begin{bmatrix} 1 & 0 \\ 0 & U_{n-1} \end{bmatrix}. \quad (1.6)$$

It is not hard to see that the columns of $U_n$ are distributed as described in the previous approach: It is clear that in the matrix

$$\begin{bmatrix} 1 & 0 \\ 0 & U_{n-1} \end{bmatrix},$$

the second column is uniformly distributed in the orthogonal complement of the first, the third is uniform in the orthogonal complement of the first two, etc. So for a deterministic $M \in \mathcal{O}(n)$, the first column of

$$M \begin{bmatrix} 1 & 0 \\ 0 & U_{n-1} \end{bmatrix}$$

is just $m_1$ (the first column of $M$), the second column is uniformly distributed in the orthogonal complement of $m_1$, etc. Taking $M$ to be random but independent of $U_{n-1}$, it follows that the distribution of the columns of $U_n$ is exactly as in the previous construction.

The construction works exactly the same way for the unitary and special orthogonal and unitary groups, replacing $U_{n-1}$ by a Haar-distributed element of the next smaller-rank group, and choosing $M$ in the desired group with its first column uniformly in the sphere in $\mathbb{R}^n$ or $\mathbb{C}^n$, as appropriate.

For the symplectic group, the construction is similar, albeit slightly more complicated: let $U_{n-1}$ be Haar-distributed in $\mathbb{S}_D(2(n-1))$, and let $M \in \mathbb{S}_D(2n)$ be independent of $U_{n-1}$ and with its first column $m_1$ uniform in

$$\{ x \in \mathbb{C}^{2n} : ||x|| = 1, \langle x, Jx \rangle = 0 \}$$

and its $(n+1)^{st}$ column $m_{n+1}$ uniform in

$$\{ x \in \mathbb{C}^{2n} : ||x|| = 1, \langle x, m_1 \rangle = 0, \langle x, Jx \rangle = 0, \langle x, Jm_1 \rangle = -1 \}.$$
Write $U_{n-1}$ as a $2 \times 2$ matrix of $(n-1) \times (n-1)$ blocks:

$$U_{n-1} = \begin{pmatrix} (U_{n-1})_{1,1} & (U_{n-1})_{1,2} \\ (U_{n-1})_{2,1} & (U_{n-1})_{2,2} \end{pmatrix},$$

and define $U_n \in S_{2n}$ by

$$U_n := M \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & (U_{n-1})_{1,1} & 0 & (U_{n-1})_{1,2} \\ 0 & 0 & 1 & 0 \\ 0 & (U_{n-1})_{2,1} & 0 & (U_{n-1})_{2,2} \end{pmatrix}.$$

One can then check that $U_n \in S_{2n}$ and has its columns distributed as in the previous construction of Haar measure.

The Gauss-Gram-Schmidt approach

This construction is probably the most commonly used description of Haar measure, and also one that is easy to implement on a computer.

Generate a random matrix $X$ by filling an $n \times n$ matrix, with independent, identically distributed (i.i.d.) standard Gaussian entries $\{x_{i,j}\}$. That is, the joint density (with respect to $\prod_{i,j=1}^n dx_{i,j}$) of the $n^2$ entries of $X$ is given by

$$\frac{1}{(2\pi)^{n^2}} \prod_{i,j=1}^n e^{-\frac{x_{i,j}^2}{2}} = \frac{1}{(2\pi)^{n^2}} \exp \left\{ -\frac{\|X\|_{H^2}}{2} \right\},$$

(the collection of these random matrices is known as the real Ginibre ensemble). The distribution of $X$ is invariant under multiplication by an orthogonal matrix: by a change of variables, the density of the entries of $Y = MX$ with respect to $\prod dy_{ij}$ is

$$\frac{|\det(M^{-1})|}{(2\pi)^{n^2}} \exp \left\{ -\frac{\|M^{-1}Y\|_{H^2}}{2} \right\} = \frac{1}{(2\pi)^{n^2}} \exp \left\{ -\frac{\|Y\|_{H^2}}{2} \right\},$$

since $M^{-1}$ is an isometry.

That is, the distribution above is translation-invariant, but it is not Haar measure because it does not produce an orthogonal matrix. To make it orthogonal, we use the Gram-Schmidt process. Performing the Gram-Schmidt process commutes with multiplication by a fixed orthogonal matrix $M$: let $x_i$ denote the columns of $X$. Then, for example, when the $x_1$ component is removed from $x_2$, $x_2$ is replaced with $x_2 - \langle x_1, x_2 \rangle x_2$. If the result is then multiplied by $M$, the resulting second column is

$$Mx_2 - \langle x_1, x_2 \rangle Mx_2.$$
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If, on the other hand, the multiplication by $M$ is done before applying the Gram-Schmidt algorithm, the result is a matrix with columns $Mx_1, \ldots, Mx_n$. Now removing the component in the direction of column 1 from column 2, the new column 2 is

$$Mx_2 - \langle Mx_1, Mx_2 \rangle Mx_1 = Mx_2 - \langle x_1, x_2 \rangle Mx_2,$$

since $M$ is an isometry.

In other words, if $T : \text{GL}_n(\mathbb{R}) \to O(n)$ is the map given by performing the Gram-Schmidt process ($\text{GL}_n(\mathbb{R})$ denotes the group of $n \times n$ invertible matrices over $\mathbb{R}$), then for a fixed orthogonal matrix $M$,

$$MT(X) = T(MX) \overset{d}{=} T(X).$$

That is, the distribution of $T(X)$ is supported on $O(n)$ and translation invariant, meaning that we have once again constructed Haar measure.

Remarks

1. In different terminology, the argument above says that if $X$ is a matrix of i.i.d. standard Gaussian random variables and $X = QR$ is the $QR$-decomposition obtained via the Gram-Schmidt process, then $Q$ is Haar-distributed on the orthogonal group. But, WARNING: The $QR$-decomposition of a matrix is not uniquely defined, and most computer algebra packages do not use the Gram-Schmidt algorithm to produce it. The result of which is that having a computer generate a matrix of i.i.d. standard Gaussian random variables and then returning $Q$ from its internal $QR$-algorithm will not produce a Haar-distributed matrix; see [83] and [43] for further discussion.

2. The same algorithm as above works over $\mathbb{C}$ or $\mathbb{H}$ to produce a random unitary or symplectic matrix. To produce a random element of $SO(n)$ or $SU(n)$, one simply needs a final step: after carrying out the Gram-Schmidt process, multiply the final column by the necessary scalar in order to force the determinant of the matrix to be 1; it is not hard to see that this produces Haar measure on the reduced group.

A second Gaussian construction

Again, let $X$ be an $n \times n$ random matrix with i.i.d. standard Gaussian entries. It is easy to see that $X$ has rank $n$ with probability 1, which implies in particular that $X^TX$ is a symmetric rank $n$ matrix, and so

$$X^TX = V^T \text{diag}(d_1, \ldots, d_n)V$$
for some $V \in \mathfrak{O}(n)$ and $d_1, \ldots, d_n > 0$; $(X^T X)^{-1/2}$ is then defined by

$$(X^T X)^{-1/2} = V^T \text{diag}(d_1^{-1/2}, \ldots, d_n^{-1/2})V.$$ 

Now define the random matrix $U$ by

$$U := X(X^T X)^{-1/2}.$$ \hfill (1.7)

Then $U$ is orthogonal:

$$U^T U = (X^T X)^{-1/2} X(X^T X)^{-1/2} = I_n,$$

and since for $V \in \mathfrak{O}(n)$ fixed, $VX \overset{d}{=} X$,

$$U \overset{d}{=} VX((VX)^T VX)^{-1/2} = VX(X^T X)^{-1/2} = VU.$$

That is, $U$ is distributed according to Haar measure on $\mathfrak{O}(n)$.

**Haar measure on $\mathfrak{SO}(n)$ and $\mathfrak{SO}^{-}(n)$**

The constructions above describe how to choose a uniform random matrix from $\mathfrak{O}(n)$, but as we noted above, $\mathfrak{O}(n)$ decomposes neatly into two pieces, those matrices with determinant 1 ($\mathfrak{SO}(n)$) and those with determinant $-1$ ($\mathfrak{SO}^{-}(n)$). Theorem [1.4] says that $\mathfrak{SO}(n)$ has a unique translation-invariant probability measure; it is clear that this is simply the restriction of Haar measure on $\mathfrak{O}(n)$ to $\mathfrak{SO}(n)$.

There is also a measure which is sometimes called Haar measure on $\mathfrak{SO}^{-}(n)$, which is the restriction of Haar measure from $\mathfrak{O}(n)$ to $\mathfrak{SO}^{-}(n)$. The set $\mathfrak{SO}^{-}(n)$ is of course not a group, it is a coset of the subgroup $\mathfrak{SO}(n)$ in the group $\mathfrak{O}(n)$; we continue to use the name Haar measure on $\mathfrak{SO}^{-}(n)$ because this measure is a probability measure invariant under translation within $\mathfrak{SO}^{-}(n)$ by any matrix from $\mathfrak{SO}(n)$. Haar measure on $\mathfrak{SO}(n)$ and Haar measure on $\mathfrak{SO}^{-}(n)$ are related as follows: if $U$ is Haar-distributed in $\mathfrak{SO}(n)$ and $\tilde{U}$ is any fixed matrix in $\mathfrak{SO}^{-}(n)$, then $UU$ is Haar-distributed in $\mathfrak{SO}^{-}(n)$. 
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Euler angles

Recall the spherical coordinate system in \( \mathbb{R}^n \): each \( x \in \mathbb{R}^n \) has spherical coordinates \( r, \theta_1, \ldots, \theta_{n-1} \), such that

\[
\begin{align*}
x_1 &= r \sin(\theta_{n-1}) \cdots \sin(\theta_2) \sin(\theta_1) \\
x_2 &= r \sin(\theta_{n-1}) \cdots \sin(\theta_2) \cos(\theta_1) \\
&\quad \vdots \\
x_{n-1} &= r \sin(\theta_{n-1}) \cos(\theta_{n-2}) \\
x_n &= r \cos(\theta_{n-1}).
\end{align*}
\]

Here,

\[
0 \leq r < \infty,
\quad 0 \leq \theta_1 < 2\pi,
\quad 0 \leq \theta_k \leq \pi, \quad 2 \leq k \leq n.
\]

The spherical coordinates of a point are uniquely determined, except in the cases that some \( \theta_k \) (\( k \geq 2 \)) is 0 or \( \pi \), or \( r = 0 \).

Spherical coordinates are the basis for the parametrization of \( \mathbb{S}O(n) \) by the so-called Euler angles. For \( \theta \in [0, 2\pi) \) and \( 1 \leq k \leq n-1 \), let

\[
U_k(\theta) := \begin{bmatrix}
I_{k-1} & \cos(\theta) & \sin(\theta) \\
-\sin(\theta) & \cos(\theta) & \iddots \\
& \iddots & \iddots \\
& & I_{n-k-1}
\end{bmatrix}.
\]

All matrices in \( \mathbb{S}O(n) \) can be decomposed as a product of matrices of this type, as follows.

**Proposition 1.6** For any \( U \in \mathbb{S}O(n) \), there are angles (called Euler angles) \( \{ \theta_{ij} \}_{1 \leq i, j \leq n-1} \) with \( 0 \leq \theta_{ij} < 2\pi \) and \( 0 \leq \theta_j < \pi \) for \( j \neq 1 \), so that

\[
U = U^{(n-1)} \cdots U^{(1)},
\]

where

\[
U^{(k)} = U_1(\theta_1^k) \cdots U_k(\theta_k^k).
\]

The Euler angles are unique except if some \( \theta_j^k \) is 0 or \( \pi \) (\( j \geq 2 \)).

**Proof** Observe that the result is vacuous for \( n = 1 \) and holds trivially for \( n = 2 \). Suppose then, that it holds on \( \mathbb{S}O(n-1) \), and let \( U \in \mathbb{S}O(n) \). Let
1, \theta_1^{n-1}, \ldots, \theta_n^{n-1} be the spherical coordinates of \( U e_n \), where \( e_j \) denotes the \( j \)th standard basis vector of \( \mathbb{R}^n \). Then

\[
U_1(\theta_1^{n-1}) \cdots U_{n-1}(\theta_{n-1}^{n-1}) e_n = U_1(\theta_1^{n-1}) \cdots U_{n-2}(\theta_{n-2}^{n-1}) \left[ \begin{array}{c} 0 \\ \vdots \\ 0 \\ \sin(\theta_{n-1}^{n-1}) \\ \cos(\theta_{n-1}^{n-1}) \end{array} \right]
\]

\[= \cdots = \left[ \begin{array}{c} \sin(\theta_{n-1}^{n-1}) \cdots \sin(\theta_2^{n-1}) \sin(\theta_1^{n-1}) \\ \sin(\theta_{n-1}^{n-1}) \cdots \sin(\theta_2^{n-1}) \cos(\theta_1^{n-1}) \\ \vdots \\ \sin(\theta_{n-1}^{n-1}) \cos(\theta_{n-2}^{n-1}) \\ \cos(\theta_{n-1}^{n-1}) \end{array} \right];
\]

that is,

\[
U_1(\theta_1^{n-1}) \cdots U_{n-1}(\theta_{n-1}^{n-1}) e_n = U e_n,
\]

and so

\[
\left[ U_1(\theta_1^{n-1}) \cdots U_{n-1}(\theta_{n-1}^{n-1}) \right]^{-1} U = \begin{bmatrix} \tilde{U} & 0 \\ 0 & 1 \end{bmatrix} \quad (1.8)
\]

for some \( \tilde{U} \in SO(n-1) \). By the induction hypothesis, \( \tilde{U} \) can be written as

\[
\tilde{U} = U^{(n-2)} \cdots U^{(1)}.
\]

By mild abuse of notation we now consider each of the implicit factors \( U_\ell(\theta_\ell) \), \( a \ priori \) elements of \( SO(n-1) \), to be elements of \( SO(n) \) fixing \( e_n \). The claimed factorization of \( U \) follows by multiplying both sides of (1.8) by \( U^{(n-1)} := U_1(\theta_1^{n-1}) \cdots U_{n-1}(\theta_{n-1}^{n-1}) \).

\[\square\]

Haar measure on \( SO(n) \) can be characterized as a distribution on the Euler angles. Observe first that by a right-to-left version of the column-by-column construction, if \( U \in SO(n) \) is distributed according to Haar measure, then \( U e_n \) is a uniform random point on \( S^{n-1} \). Recall that the uniform probability measure on the sphere \( S^{n-1} \) is given in spherical coordinates by

\[
\frac{\Gamma\left(\frac{n}{2}\right)}{2^{n/2}} \sin^{n-2}(\theta_{n-1}) \cdots \sin(\theta_2) d\theta_1 \cdots d\theta_{n-1}.
\]
That is, the $\{\theta_k^{n-1}\}_{1 \leq k \leq n-1}$ subset of the Euler angles of $U$ have density

$$\frac{\Gamma\left(\frac{3}{2}\right)}{2^{n/2} \pi^{(n-1)/2}} \sin^{n-2}(\theta_{n-1}^{n-1}) \cdots \sin(\theta_2^{n-1})$$

with respect to $d\theta_1^{n-1} \cdots d\theta_{n-1}^{n-1}$. Now, given $Ue_n$, the vector $Ue_{n-1}$ is uniformly distributed on the unit sphere in orthogonal complement of $Ue_n$; equivalently, given $\theta_1^{n-1}, \ldots, \theta_{n-1}^{n-1}$,

$$\left[U_1(\theta_1^{n-1}) \cdots U_{n-1}(\theta_{n-1}^{n-1})\right]^{-1} Ue_{n-1}$$

is distributed uniformly on the $(n-1)$-dimensional unit sphere of $e_{n-1}^+$. Since $\{\theta_k^{n-2}\}_{1 \leq k \leq n-2}$ are exactly the (angular) spherical coordinates of this vector, it follows that $\{\theta_k^{n-2}\}_{1 \leq k \leq n-2}$ are independent of $\{\theta_k^{n-1}\}_{1 \leq k \leq n-1}$, with density

$$\frac{\Gamma\left(\frac{n-1}{2}\right)}{2^{(n-1)/2} \pi^{(n-1)/2}} \sin^{n-3}(\theta_{n-2}^{n-2}) \cdots \sin(\theta_2^{n-2}).$$

Continuing in this way, the Euler angles of $U$ are independent, with joint density

$$\prod_{k=1}^{n-1} \left(\frac{\Gamma\left(\frac{3}{2}\right)}{2^{k/2} \pi^k}\right) \prod_{j=1}^{k-1} \sin^{j-1}(\theta_j). \tag{1.9}$$

From this construction, one can describe a natural analog for $SO^-(n)$; any $U \in SO^-(n)$ can be written as

$$U = U^{(n-1)} \cdots U^{(1)} U^{(0)}, \tag{1.10}$$

where

$$U^{(0)} = \begin{bmatrix} -1 & \mathbb{I}_{n-1} \\ & \end{bmatrix},$$

and $U^{(n-1)} \cdots U^{(1)}$ is the Euler angle decomposition of $UU^{(0)}$, i.e., the matrix with the same columns as $U$, except for a sign change in the first column. That is, Haar measure on $SO^-(n)$ can be described by choosing angles $\{\theta_k^j\}_{1 \leq j \leq k \leq n-1}$ according to the density in (1.9) and then letting $U$ be given by the formula in (1.10).

To choose $U$ according to Haar measure on $O(n)$, one simply chooses the Euler angles according to (1.9), and then includes the $U^{(0)}$ factor with probability $\frac{1}{2}$, independent of the choice of angles.
1.3 Lie group structure and character theory

The classical groups as Lie groups

As we have already noted, the classical compact matrix groups are Lie groups; i.e., they are groups and they are differentiable manifolds such that the multiplication operation \((A, B) \mapsto AB\) and the inversion operation \(A \mapsto A^{-1}\) are smooth maps. Each of the groups has an associated Lie algebra, which is the tangent space to the group at the identity matrix. Lie algebras play an important role in understanding Lie groups, because they are relatively simple objects geometrically (vector spaces!), but they come equipped with an extra algebraic structure called the Lie bracket which encodes much of the geometry of the group itself.

The tool which connects the Lie algebra to the Lie group is the exponential map. While one can define the exponential map on Riemannian manifolds in general, the definition in the setting of the classical compact matrix groups can be made very concrete; this in particular makes the source of the terminology clear.

Definition Let \(X \in \mathbb{M}_n(\mathbb{C})\). The matrix exponential \(e^X\) is defined by

\[
e^X := I_n + X + \frac{1}{2!}X^2 + \frac{1}{3!}X^3 + \cdots.
\]

We will make frequent use of the following basic facts.

Lemma 1.7 1. The sum defining the matrix exponential is convergent for any \(X \in \mathbb{M}_n(\mathbb{C})\).
2. If \(X \in \mathbb{M}_n(\mathbb{C})\), \(e^X\) is invertible with inverse \(e^{-X}\).
3. If \(X\) and \(Y\) commute, then \(e^{X+Y} = e^X e^Y\); this need not be true if \(X\) and \(Y\) do not commute.

Proof 1. Recall that the Hilbert–Schmidt norm is submultiplicative; from this it follows that

\[
\sum_{j=0}^N \frac{\|X^j\|_{HS}}{j!} \leq \sum_{j=0}^N \frac{\|X\|^j_{HS}}{j!} \leq \sum_{j=0}^\infty \frac{\|X\|^j_{HS}}{j!} < \infty
\]

for all \(N\), and so \(\sum_{j=1}^\infty \frac{1}{j!}X^j\) is convergent.

2. This point follows easily from the next, since \(X\) and \(-X\) commute.
3. For $N \in \mathbb{N}$, since $X$ and $Y$ commute we have

$$
\sum_{j=0}^{N} \frac{1}{j!} (X + Y)^j = \sum_{j=0}^{N} \frac{1}{j!} \sum_{k=0}^{j} \binom{j}{k} X^k Y^{j-k} = \sum_{k=0}^{N} \frac{1}{k!} \sum_{j=0}^{N} \left( \frac{1}{j!} \sum_{k=0}^{j} \binom{j}{k} X^k Y^{j-k} \right) = \sum_{k=0}^{N} \frac{1}{k!} \sum_{j=0}^{N-k} \frac{1}{(j)!} Y^j.
$$

Now let $N \to \infty$.

It is easy to cook up examples of noncommuting $X$ and $Y$ for which $e^{X+Y} \neq e^X e^Y$.

Suppose now that $X = U A U^*$ with $U \in U(n)$. Then

$$
e^{X} = \sum_{j=0}^{\infty} \frac{1}{j!} (UAU^*)^j = \sum_{j=0}^{\infty} \frac{1}{j!} U A^j U^* = U e^A U^*.
$$

In particular, if $X$ is unitarily diagonalizable (i.e., normal), with $X = U \text{diag}(d_1, \ldots, d_n) U^*$, then $e^X = U \text{diag}(e^{d_1}, \ldots, e^{d_n}) U^*$. More generally, given a function $f$ on $\mathbb{C}$, for unitarily diagonalizable $X$ as above, we define $f(X)$ by this route: if $X = U \text{diag}(d_1, \ldots, d_n) U^*$, then

$$
f(X) := U \text{diag}(f(d_1), \ldots, f(d_n)) U^*.
$$

This procedure is referred to as the functional calculus.

The function $\gamma(t) = e^{tX}$ defines a one-parameter subgroup of $GL_n(\mathbb{C})$ (the group of invertible $n \times n$ matrices over $\mathbb{C}$), since $e^{X} e^{tX} = e^{(t+1)X}$. More geometrically, $\gamma(t)$ is a curve in $GL_n(\mathbb{C})$ with $\gamma(0) = I_n$ and $\gamma'(0) = X$. In general, the role of the exponential map in Riemannian geometry is that it gives a local diffeomorphism of the tangent space to a manifold at a point to a neighborhood of that point in the manifold. In the present context, it is what maps the Lie algebra of a closed subgroup of $GL_n(\mathbb{C})$ down to a neighborhood of $I_n$ in the subgroup. The following lemma, whose proof we omit, gives the precise statement needed.

**Lemma 1.8** If $G$ is any closed subgroup of $GL_n(\mathbb{C})$, then $X$ is an element of the Lie algebra of $G$ if and only if $e^{tX} \in G$ for all $t \geq 0$. The map $X \mapsto e^{X}$ gives a diffeomorphism of a neighborhood of 0 in the Lie algebra of $G$ to a neighborhood of $I_n$ in $G$.

The lemma allows us to identify the Lie algebras of the classical groups concretely, as follows.
1. The Lie algebra of $O(n)$ is $$\mathfrak{o}(n) = \{X \in M_n(\mathbb{R}) : X + X^T = 0\}.$$

2. The Lie algebra of $SO(n)$ is $$\mathfrak{so}(n) = \mathfrak{o}(n) = \{X \in M_n(\mathbb{R}) : X + X^T = 0\}.$$

3. The Lie algebra of $U(n)$ is $$\mathfrak{u}(n) = \{X \in M_n(\mathbb{C}) : X + X^* = 0\}.$$

4. The Lie algebra of $SU(n)$ is $$\mathfrak{su}(n) = \{X \in M_n(\mathbb{C}) : X + X^* = 0, \text{Tr}(X) = 0\}.$$

5. The Lie algebra of $Sp(2n) \subseteq U(n)$ is $$\mathfrak{sp}(2n) = \{X \in M_{2n}(\mathbb{C}) : X + X^* = 0, XJ + JX^* = 0\}.$$

The quaternionic form of the Lie algebra of $Sp(2n) \subseteq M_n(\mathbb{H})$ is $$\mathfrak{su}_H(n) = \{X \in M_n(\mathbb{H}) : X + X^* = 0\},$$ where $X^*$ denotes the quaternionic conjugate transpose.

**Proof**

1. Firstly, if $\gamma : [0, 1] \to O(n)$ is a curve with $\gamma(0) = I_n$, then $\gamma(t)\gamma(t)^T = I_n$ for each $t$. Differentiating gives that $$\gamma'(t)\gamma(t)^T + \gamma(t)\gamma'(t)^T = 0$$

for all $t$, and so in particular, if $X = \gamma'(0)$ is the tangent vector to $\gamma$ at $I_n$, then $X + X^T = 0$.

On the other hand, given $X$ with $X + X^T = 0$, $$e^X(e^{jX}e^{X^T}) = e^X e^{jX} = e^X e^{-jX} = I_n,$$

and so $\gamma(t) = e^X$ is a curve in $O(n)$ with $\gamma(0) = I_n$ and $\gamma'(0) = X$. That is, $X$ is in the tangent space to $O(n)$ at $I_n$.

2. Since $SO(n)$ is a subgroup of $O(n)$, the tangent space to $SO(n)$ at $I_n$ is a subspace of $\mathfrak{o}(n)$. In fact, it is clear geometrically that the Lie algebras of $O(n)$ and $SO(n)$ must be the same, since $O(n)$ is just the union of two disconnected copies of $SO(n)$ (the second copy being the negative coset $SO^{-}(n)$).

3. Exactly analogous to 1.
4. As in the orthogonal case, since $\mathbb{SU}(n)$ is a subgroup of $\mathbb{U}(n)$, the tangent space to $\mathbb{SU}(n)$ at $I_n$ is a subspace of $\mathfrak{u}(n)$; in this case, however, it is not the whole space. The additional condition for a curve $\gamma(t)$ to lie in $\mathbb{SU}(n)$ is that $\det \gamma(t) = 1$ for all $t$. Using the functional calculus, if $X = U \text{diag}(d_1, \ldots, d_n)U^*$,

$$\det(e^X) = \det(U \text{diag}(e^{d_1}, \ldots, e^{d_n})U^*) = e^{d_1 + \cdots + d_n} = e^{\text{Tr} X}.$$ 

In particular, if $\gamma(t) = e^{tX}$, then

$$\frac{d}{dt}(\det(\gamma(t))) = \frac{d}{dt}(e^{t \text{Tr} X}) = (\text{Tr} X)e^{t \text{Tr} X},$$

and so $X$ is tangent to $\mathbb{SU}(n)$ at $I_n$ if and only if $X \in \mathfrak{u}(n)$ (i.e., $X + X^* = 0$) and $\text{Tr} X = 0$.

5. For the complex form, since $\mathbb{Sp}(2n)$ is a subgroup of $\mathbb{U}(2n)$, the Lie algebra of $\mathbb{Sp}(2n)$ is a subspace of $\mathfrak{u}(2n)$, hence the first condition in $\mathfrak{sp}(2n)$. For the second, observe that if $\gamma : [0, 1] \to \mathbb{Sp}(2n)$ is a curve with $\gamma(0) = I_{2n}$, then differentiating the requirement that $\gamma(t)J\gamma(t)^* = J$ for all $t$ gives that $\gamma'(t)J\gamma(t)^* + \gamma(t)J\gamma'(t)^* = 0$; if $X = \gamma'(0)$, then evaluating at $t = 0$ gives that $XJ + JX^* = 0$.

On the other hand, if $X$ satisfies $X + X^* = 0$ and $XJ + JX^* = 0$, then

$$e^{tX}J = \sum_{n=0}^{\infty} \frac{t^n}{n!}X^n J = \sum_{n=0}^{\infty} \frac{t^n}{n!}(-X^{n-1}JX^*)$$

$$= \sum_{n=0}^{\infty} \frac{t^n}{n!}(X^{n+1}JX^*) = \cdots = J \sum_{n=0}^{\infty} \frac{(-tX)^n}{n!} = J(e^{-tX})^*,$$

and so $e^{tX} \in \mathbb{Sp}(2n)$ for all $t$.

Verifying the quaternionic form is exactly the same as the unitary case.

\[\square\]

Observe that even though the matrices in $\mathfrak{u}(n)$, $\mathfrak{su}(n)$ and $\mathfrak{sp}(2n)$ have complex entries, they are real vector spaces only; they are not closed under multiplication by complex scalars. They do inherit a real inner product structure from the Euclidean structure of the spaces in which they reside: the inner product on $\mathfrak{u}(n)$, $\mathfrak{su}(n)$ and $\mathfrak{sp}(2n)$ is

$$\langle X, Y \rangle := \text{Re}(\text{Tr}(XY^*)).$$

This is the unique real inner product which defines the same norm as the usual Hilbert–Schmidt inner product on $\mathfrak{u}(n)$, $\mathfrak{su}(n)$ and $\mathfrak{sp}(2n)$.
We have already encountered two natural actions of the classical compact groups on vector spaces; namely, on $\mathbb{R}^n$ or $\mathbb{C}^n$ by matrix-vector multiplication, and on $M_n(\mathbb{R})$ or $M_n(\mathbb{C})$ by multiplication. The topic of representation theory is to understand all the ways a group can act on a vector space. This is a vast and well-developed field, but in the context of the random matrix theory on these groups, our main interest will be not in representation theory in its full glory, but specifically in character theory. Essentially the reason for this is that the irreducible characters form a basis for the space of class functions on a group; i.e., those functions which are constant on conjugacy classes. Conjugacy classes of matrices within the classical groups are exactly the set of matrices with a given set of eigenvalues, and so ultimately, a good basis of the space of class functions gives us a route to studying eigenvalues.

A representation of a finite group $G$ is a group homomorphism $\rho : G \to GL(V)$, where $V$ is a finite-dimensional vector space and $GL(V)$ is the group of invertible linear maps on $V$. A representation of a Lie group $G$ is again a map $\rho : G \to GL(V)$ for a finite-dimensional vector space $V$, which is both a homomorphism of groups and is required to be smooth. That is, a representation of $G$ is a way of seeing $G$ as acting on $V$, in a way that respects the structure of $G$ as a (Lie) group. Usually the notation for the map itself is suppressed, and one refers to a representation $V$ of a group $G$, and writes $g \cdot v$ or just $gv$ rather than $\rho(g)(v)$.

A representation $V$ of $G$ is irreducible if $V$ has no proper nontrivial subspaces which are invariant under the action of $G$.

Example Let $S_n$ be the symmetric group on $n$ letters; $S_n$ acts on $\mathbb{R}^n$ by permuting the coordinates of a vector. This representation of $S_n$ is not irreducible, since the subspace $V_1$ spanned by $(1, 1, \ldots, 1)$ is invariant under the action of $S_n$, as is the complementary subspace $V_2 = \{(x_1, \ldots, x_n) : x_1 + \cdots + x_n = 0\}$. Of course, $V_1$ is an irreducible representation of $S_n$ (it is called the trivial one-dimensional representation). Less obviously, but it's not too hard to see, $V_2$ is also an irreducible representation of $S_n$; it is called the standard representation.

Known representations of a group give rise to new ones in various ways. The simplest are by taking direct sums or tensor products: if $V$ and $W$ are representations of $G$, then $V \oplus W$ and $V \otimes W$ are also representations of $G$, via the actions

$$g((v, w)) = (gv, gw) \quad g(v \otimes w) = (gv) \otimes (gw).$$
A representation \( V \) also induces a representation on the dual space \( V^\ast \) of scalar-valued linear functions on \( V \): if \( v^\ast \in V^\ast \), then
\[
(g v^\ast)(v) := v^\ast(g^{-1} v).
\]

A linear map \( \varphi : V \to W \) between representations \( V \) and \( W \) of a group \( G \) is called \( G \)-linear if for all \( v \in V \) and all \( g \in G \),
\[
g \cdot \varphi(v) = \varphi(g \cdot v).
\]

Two representations \( V \) and \( W \) are isomorphic if there is a \( G \)-linear isomorphism between the vector spaces \( V \) and \( W \).

A fundamental fact is that finite-dimensional representations of finite groups and compact Lie groups can be decomposed into direct sums of irreducible representations. The proof in either case is essentially the same, and rests on the fact that for any representation \( V \) of such a group, one can define an inner product on \( V \) such that each group element acts as an isometry. Indeed, take any inner product \( \langle \cdot, \cdot \rangle \) on \( V \), and define
\[
\langle v, w \rangle_G := \begin{cases} 
\frac{1}{|G|} \sum_{g \in G} \langle gv, gw \rangle, & G \text{ finite}; \\
\int \langle gv, gw \rangle \, dg, & G \text{ a compact Lie group},
\end{cases}
\]
where the integration in the second case is with respect to normalized Haar measure on \( G \). Then if \( W \subset V \) is a nonzero subspace which is invariant under the action of \( G \), the orthogonal complement \( W^\perp \) of \( W \) with respect to \( \langle \cdot, \cdot \rangle_G \) is also \( G \)-invariant, and \( V = W \oplus W^\perp \). Continuing in this way defines a decomposition.

Suppose now that \( V = \bigoplus_{i=1}^k V_i^{a_i} = \bigoplus_{j=1}^\ell W_j^{b_j} \), with the \( V_i \) and the \( W_j \) irreducible representations. If a given summand \( V_i \) meets a summand \( W_j \) non-trivially, then they must be equal because otherwise their intersection would be a non-trivial \( G \)-invariant subspace of at least one of them. The two decompositions can thus differ at most by permuting the summands. It therefore makes sense to talk about the number of times an irreducible representation \( V_i \) occurs in a representation \( V \).

A basic tool in the representation theory of finite groups and compact Lie groups is the following.

**Lemma 1.10** (Schur’s lemma) Let \( G \) be a finite group or a compact Lie group, and let \( V \) and \( W \) be finite-dimensional irreducible complex representations of \( G \). Let \( \varphi : V \to W \) be a \( G \)-linear map.

1. Either \( \varphi \) is an isomorphism or \( \varphi = 0 \).
2. If \( V = W \), then there is a \( \lambda \in \mathbb{C} \) such that \( \varphi = \lambda \cdot I \), with \( I \) the identity map on \( V \).
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Proof 1. Since \( \varphi \) is \( G \)-linear, \( \ker \varphi \) is an invariant subspace of \( V \), and since \( V \) is irreducible, this means that either \( \ker \varphi = V \) (and hence \( \varphi = 0 \)) or else \( \ker \varphi = \{0\} \), so that \( \varphi \) is injective. In that case, \( \text{im} \varphi \) is a nonzero invariant subspace of \( W \), and hence \( \text{im} \varphi = W \): \( \varphi \) is an isomorphism.

2. Since \( V \) is a complex vector space, \( \varphi \) must have at least one eigenvalue; i.e., there is a \( \lambda \in \mathbb{C} \) such that \( \ker(\varphi - \lambda I) \neq \{0\} \). But then since \( V \) is irreducible, \( \ker(\varphi - \lambda I) = V \) and thus \( \varphi = \lambda I \).

Given a representation \( \rho : G \to GL(V) \) of a group \( G \), the character of the representation is the function \( \chi_V(g) = \text{Tr}(\rho(g)) \).

Note that if \( h \in G \), then
\[
\chi_V(hgh^{-1}) = \text{Tr}(\rho(hgh^{-1})) = \text{Tr}(\rho(h)\rho(g)\rho(h)^{-1}) = \text{Tr}(\rho(g))
\]
and so \( \chi_V \) is a class function on \( G \). The following properties are easy to check.

**Proposition 1.11** Let \( V \) and \( W \) be representations of \( G \). Then

- \( \chi_V(e) = \dim(V) \)
- \( \chi_{V \oplus W} = \chi_V + \chi_W \)
- \( \chi_{V \otimes W} = \chi_V \chi_W \)
- \( \chi_{V^*} = \overline{\chi_V} \).

**Proof** Exercise. \( \square \)

Since all finite-dimensional representations can be decomposed into irreducible representations, the second property above says that all characters can be written as sums of characters corresponding to irreducible representations; these are referred to as the irreducible characters of the group. The irreducible characters satisfy two important orthogonality relations with respect to the inner product \( (\cdot, \cdot)_G \) given by
\[
(\alpha, \beta)_G = \begin{cases} \frac{1}{|G|} \sum_{g \in G} \alpha(g)\overline{\beta(g)}, & G \text{ finite;} \\ \int_G \alpha(g)\overline{\beta(g)} \, dg, & G \text{ a compact Lie group}, \end{cases}
\]
where \( \alpha, \beta : G \to \mathbb{C} \) are class functions. The first is the following.

**Proposition 1.12** (First orthogonality relation) The irreducible characters of a finite group or compact Lie group \( G \) are orthonormal with respect to \( (\cdot, \cdot)_G \).
In fact, one can prove that the irreducible characters form an orthonormal basis of the space of class functions on \( G \) (in the compact Lie group case, this should be interpreted as saying that the irreducible characters form a complete orthonormal system in \( L_2(G) \)). In the finite group case, this has the following consequence.

**Proposition 1.13** (Second orthogonality relation)  Let \( \chi_1, \ldots, \chi_N \) be the irreducible characters of the finite group \( G \). Then

\[
\sum_{j=1}^{N} \chi_j(g) \overline{\chi_j(g')} = \begin{cases} \frac{|G|}{c(g)}, & g \sim g'; \\ 0, & \text{otherwise}, \end{cases}
\]

where \( c(g) \) is the size of the conjugacy class of \( g \) and \( g \sim g' \) means that \( g \) and \( g' \) are conjugate.

**Proof**  Let \( g \in G \), and let

\[
\mathbb{1}_{[g]}(h) = \begin{cases} 1, & h \sim g; \\ 0, & \text{otherwise}. \end{cases}
\]

Since \( \mathbb{1}_{[g]} \) is a class function and the irreducible characters are an orthonormal basis, \( \mathbb{1}_{[g]} \) can be expanded as

\[
\mathbb{1}_{[g]} = \sum_{j=1}^{N} \mathbb{1}_{[g]} \overline{\chi_j} \chi_j = \sum_{j=1}^{N} \left( \frac{1}{|G|} \sum_{h \in G} \mathbb{1}_{[g]}(h) \overline{\chi_j(h)} \right) \chi_j = \frac{c(g)}{|G|} \sum_{j=1}^{N} \chi_j(g) \overline{\chi_j}.
\]

Multiplying both sides by \( \frac{|G|}{c(g)} \) and evaluating at \( g' \in G \) gives the claimed orthogonality.

**Exercise 1.14**  Give a second proof by observing that the matrix \( \left[ \sqrt{\frac{c(g)}{|G|}} \chi_j(g) \right] \), with rows indexed by \( j \in \{1, \ldots, N\} \) and columns indexed by conjugacy classes of \( G \), is unitary.

There are many important consequences of the orthogonality relations, too many to go into here. It is worth mentioning, however, that the first orthogonality relation implies that a representation is uniquely determined by its character. Indeed, given a representation \( V \), we have seen that it is possible to write \( V = \oplus_{i=1}^{k} V_{a_i} \) for irreducible representations \( V_i \) and integers \( a_i \). Then \( \chi_V = \sum_{i=1}^{k} a_i \chi_{V_i} \). But since the \( \chi_{V_i} \) are orthonormal, we have that \( a_i = (\chi_V, \chi_{V_i})_G \). That is, the decomposition \( V = \oplus_{i=1}^{k} V_{a_i} \) can be recovered from \( \chi_V \).

We now turn to the irreducible characters of the classical compact groups. First, we will need to introduce some basic notions about integer partitions.
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Given a nonnegative integer $N$, a **partition** $\lambda$ of $N$ is an ordered tuple $\lambda = (\lambda_1, \ldots, \lambda_k)$ with $\lambda_i \in \mathbb{N}$ for each $i$, $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k$, and $\lambda_1 + \cdots + \lambda_k = N$. The $\lambda_i$ are called the **parts** of $\lambda$. It is sometimes convenient to choose $k$ to be larger than what might seem to be the obvious choice by tacking 0’s onto the end of $\lambda$; if two partitions differ only in this final string of 0’s, they are considered to be the same. The number of nonzero parts of a partition $\lambda$ is called the **length** of $\lambda$ and is denoted $\ell(\lambda)$. The integer $N$, i.e., the sum of the parts of $\lambda$, is called the **weight** of $\lambda$ and is denoted $|\lambda|$.

The following alternative notation for integer partitions is often useful. Given $k \in \mathbb{N}$, we write $\lambda = (1^{a_1}, 2^{a_2}, \ldots, k^{a_k})$ for the partition of $N = a_1 + 2a_2 + \cdots + ka_k$ which has $a_1$ parts of size 1, $a_2$ parts of size 2, and so on. In this notation, the partition $(3, 3, 2, 1)$ of 9 would thus be written $(1^{1}, 2^{1}, 3^{2})$.

Integer partitions are often represented by **Young diagrams**: for a partition $\lambda = (\lambda_1, \ldots, \lambda_k)$, its Young diagram is a collection of boxes drawn from the top-left corner with $\lambda_1$ boxes in the top row, $\lambda_2$ boxes in the next row, and so on. The **conjugate partition** $\lambda'$ of $\lambda$ is then the one corresponding to the reflection of the Young diagram of $\lambda$ across the diagonal. Here are the Young diagrams of the partitions $\lambda = (5, 4, 1)$ and $\lambda' = (3, 2, 2, 2, 1)$:

![Young Diagrams](image)

Now, for a multiindex $\alpha = (\alpha_1, \ldots, \alpha_n)$, define the anti-symmetric polynomial

$$a_{\alpha}(x_1, \ldots, x_n) = \sum_{\pi \in S_n} \text{sgn}(\pi)x_{\pi(1)}^{\alpha_1} \cdots x_{\pi(n)}^{\alpha_n}.$$ 

Note that if $\sigma \in S_n$, then

$$a_{\alpha}(x_{\sigma(1)}, \ldots, x_{\sigma(n)}) = \text{sgn}(\sigma)a_{\alpha}(x_1, \ldots, x_n).$$

In particular, this shows that $a_{\alpha}(x_1, \ldots, x_n) = 0$ if $x_i = x_j$ for any $i \neq j$ and that if any $\alpha_i = \alpha_j$ with $i \neq j$, then $a_{\alpha} \equiv 0$.

Assume, then, that $\alpha_1 > \alpha_2 > \cdots > \alpha_n \geq 0$; in particular, $\alpha_1 \geq n - 1$.

1 Some authors start from the bottom-right instead.
1.3 Lie group structure and character theory

\[ \alpha_2 \geq n - 2, \text{ and so on. Write } \alpha = \lambda + \delta, \text{ where } \delta = (n - 1, n - 2, \ldots, 0) \text{ and } \lambda \text{ is a partition of length at most } n. \text{ Then} \]

\[ a_\alpha(x_1, \ldots, x_n) = \sum_{\pi \in S_n} sgn(\pi) \prod_{j=1}^{n} x_j^{\lambda_j + \delta_j} = \det \left( [x_j^{\lambda_j + \delta_j}]_{1 \leq i, j \leq n} \right). \]

Since we have already observed that \( a_\alpha(x_1, \ldots, x_n) \) vanishes if \( x_i = x_j \), \( a_\alpha(x_1, \ldots, x_n) \) is divisible by \( x_i - x_j \) for each \( i < j \), and therefore by their product, which is the Vandermonde determinant

\[ \prod_{1 \leq i < j \leq n} (x_i - x_j) = \det \left( [x_i^{\lambda_j}]_{1 \leq i, j \leq n} \right) = a_\delta(x_1, \ldots, x_n). \]

The quotient

\[ s_\lambda(x_1, \ldots, x_n) = \frac{a_\lambda(x_1, \ldots, x_n)}{a_\delta(x_1, \ldots, x_n)} \]

is thus a symmetric polynomial in \( x_1, \ldots, x_n \). The polynomial \( s_\lambda \) is called the Schur function corresponding to \( \lambda \) and is defined as long as \( \ell(\lambda) \leq n \); by convention, \( s_\lambda = 0 \) if \( \ell(\lambda) > n \). The Schur functions \( \{ s_\lambda(x_1, \ldots, x_n) : \ell(\lambda) \leq n \} \) form one of many possible bases of the symmetric polynomials in \( x_1, \ldots, x_n \) over \( \mathbb{Z} \). Moreover, we have the following.

**Theorem 1.15** For \( U \in \mathbb{U}(n) \), denote the eigenvalues of \( U \) by \( e^{\theta_1}, \ldots, e^{\theta_n} \).

The functions

\[ \chi_\lambda(U) = s_\lambda(e^{\theta_1}, \ldots, e^{\theta_n}) \]

for \( \ell(\lambda) \leq n \) are (distinct) irreducible characters of \( \mathbb{U}(n) \).

These characters do not comprise a complete list of the irreducible characters of \( \mathbb{U}(n) \), but in fact there are not too many more. For each \( \lambda = (\lambda_1, \ldots, \lambda_n) \), with \( \lambda_1 \geq \cdots \geq \lambda_n \), define \( \lambda' \) by

\[ \lambda' = (\lambda_1 - \lambda_n, \lambda_2 - \lambda_n, \ldots, \lambda_{n-1} - \lambda_n, 0). \]

Since the \( \lambda_i \) are not required to be nonnegative \( \lambda \) may not be a partition, but \( \lambda' \) always is. The functions

\[ \chi_{\lambda'}(U) = \det(U)^{\lambda_n} s_{\lambda'}(e^{\theta_1}, \ldots, e^{\theta_n}) \]

give the complete list of the irreducible characters of \( \mathbb{U}(n) \). Note from the definition of \( s_{\lambda} \) above that if the \( \lambda \) in the statement of Theorem 1.15 is in fact a partition, then the two definitions given for \( \chi_\lambda \) agree.

To give similar descriptions of (at least some of) the irreducible characters for the other groups, one needs the following analogs of the Schur functions.
Given a partition $\lambda$ with $\ell(\lambda) \leq n$,

$$s^{(b)}_d(x_1, \ldots, x_n) := \frac{\det \left[ x_i^{d + j} - x_i^{-j} \right]_{1 \leq i, j \leq n}}{\det \left[ x_i^{-j} - x_i^{j} \right]_{1 \leq i, j \leq n}},$$

$$s^{(c)}_d(x_1, \ldots, x_n) := \frac{\det \left[ x_i^{d + j} + x_i^{-j} \right]_{1 \leq i, j \leq n}}{\det \left[ x_i^{-j} + x_i^{j} \right]_{1 \leq i, j \leq n}},$$

and

$$s^{(d)}_d(x_1, \ldots, x_{n-1}) := \frac{\det \left[ x_i^{d + j} - x_i^{-j} \right]_{1 \leq i, j \leq n-1}}{\det \left[ x_i^{-j} - x_i^{j} \right]_{1 \leq i, j \leq n-1}}.$$

If $\ell(\lambda) \leq n - 1$, let

$$s^{(d)}_d(x_1, \ldots, x_{n-1}) := \frac{\det \left[ x_i^{d + j} - x_i^{-j-1} \right]_{1 \leq i, j \leq n-1}}{\det \left[ x_i^{-j} - x_i^{j+1} \right]_{1 \leq i, j \leq n-1}}.$$

**Exercise 1.16** The functions $s^{(b)}_d$, $s^{(c)}_d$, and $s^{(d)}_d$ are polynomials in $x_1, x_1^{-1}, \ldots, x_n, x_n^{-1}$, and $s^{(d)}_d$ is a polynomial in $x_1, x_1^{-1}, \ldots, x_{n-1}, x_{n-1}^{-1}$.

In the case of the remaining classical compact groups, we will restrict attention to polynomial representations. A representation $\rho : G \to GL(V)$ of a matrix group is called a **polynomial representation** if there is a basis of $V$ such that the entries of the matrix of $\rho(g)$ are polynomials in the entries of $g$. (If there is one such basis, this is in fact true for all bases of $V$.) The following then gives the analog of Theorem 1.15 for the other groups.

**Theorem 1.17**

1. Let $n \in \mathbb{N}$. For $U \in \mathbb{C} \otimes (2n + 1)$, denote the eigenvalues of $U$ by $e^{i\theta_0}, \ldots, e^{i\theta_{2n}}$, 1.

   The irreducible polynomial representations of $\mathbb{C} \otimes (2n + 1)$ are indexed by partitions $\lambda$ such that $\lambda'_1 + \lambda'_2 \leq 2n + 1$. For a partition with $\ell(\lambda) > n$, let $\tilde{\lambda}$ be the partition defined by

   $$\tilde{\lambda'} = \begin{cases} A'_i, & i > 1; \\
                     2n + 1 - A'_1, & i = 1. \end{cases}$$
Let $\chi_{\lambda}$ denote the character of the irreducible representation of $\mathbb{O}(2n + 1)$ corresponding to $\lambda$. Then

$$\chi_{\lambda}(U) = \begin{cases} s^{(b)}_{\lambda}(e^{i\theta_1}, \ldots, e^{i\theta_n}), & \ell(\lambda) \leq n; \\ s^{(b)}_{\lambda}(e^{i\theta_1}, \ldots, e^{i\theta_n}), & \ell(\lambda) > n. \end{cases}$$

For $U \in \mathbb{SO}^{-}(2n + 1)$, $-U \in \mathbb{SO}(n)$ and

$$\chi_{\lambda}(U) = (-1)^{|\lambda|} \chi_{\lambda}(-U).$$

2. Let $n \in \mathbb{N}$. For $U \in \mathbb{SO}(2n)$, denote the eigenvalues of $U$ by $e^{i\theta_1}, \ldots, e^{i\theta_n}$; for $U \in \mathbb{SO}^{-}(2n)$, denote the eigenvalues of $U$ by $e^{i\theta_1}, \ldots, e^{i\theta_{n-1}}, 1, -1$. The irreducible polynomial representations of $\mathbb{O}(2n)$ are indexed by partitions $\lambda$ such that $\lambda'_1 + \lambda'_2 \leq 2n$. For such a partition with $\ell(\lambda) > n$, let $\tilde{\lambda}$ be the partition defined by

$$\lambda'_i = \begin{cases} \lambda'_i, & i > 1; \\ 2n - \lambda'_1, & i = 1. \end{cases}$$

Let $\chi_{\lambda}$ denote the character of the irreducible representation of $\mathbb{O}(2n)$ corresponding to $\lambda$. Then for $U \in \mathbb{SO}(2n)$,

$$\chi_{\lambda}(U) = \begin{cases} s^{(d_1)}_{\lambda}(e^{i\theta_1}, \ldots, e^{i\theta_n}), & \ell(\lambda) \leq n; \\ s^{(d_1)}_{\tilde{\lambda}}(e^{i\theta_1}, \ldots, e^{i\theta_n}), & \ell(\lambda) > n. \end{cases}$$

For $U \in \mathbb{SO}^{-}(2n)$, if $\ell(\lambda) = n$, then $\chi_{\lambda}(U) = 0$. Otherwise,

$$\chi_{\lambda}(U) = \begin{cases} s^{(d_2)}_{\lambda}(e^{i\theta_1}, \ldots, e^{i\theta_{n-1}}), & \ell(\lambda) < n; \\ -s^{(d_2)}_{\lambda}(e^{i\theta_1}, \ldots, e^{i\theta_{n-1}}), & \ell(\lambda) > n. \end{cases}$$

3. Let $n \in \mathbb{N}$. For $U \in \mathbb{Sp}(2n)$, denote the eigenvalues of $U$ by $e^{i\theta_1}, \ldots, e^{i\theta_n}$. The irreducible polynomial representations of $\mathbb{Sp}(2n)$ are indexed by partitions $\lambda$ such that $\ell(\lambda) \leq n$, and the value of the character corresponding to $\lambda$ at $U$ is

$$\chi_{\lambda}(U) = s^{(c)}_{\lambda}(e^{i\theta_1}, \ldots, e^{i\theta_n}).$$

Notes and References

We have given only the barest introduction to matrix analysis on the classical compact groups; for more, the books by Horn and Johnson [54, 55] and Bhatia [11] are invaluable references.

Of the many constructions of Haar measure presented, most are part of the
folklore of the field and it seems impossible to sort out who first wrote them down. The parametrization by Euler angles is presumably the oldest, having been used by Hurwitz in 1897; see [33] for a modern perspective. A survey of methods of generating random matrices from a more computational viewpoint is given in [83].

For the Lie group theory of the classical compact groups, Bump [16] gives a beautifully written introduction; [16] also contains some of the representation theory which appears here, and the application to the empirical spectral measure of a random unitary matrix which appears in Section 4.2 of this book. The book by Fulton and Harris [48] gives an accessible and modern treatment of representation theory in general, focusing on the case of Lie groups and Lie algebras. The book [31] by Diaconis gives an introduction to the representation theory of the symmetric group and its applications in probability that a probabilist can understand.

The character theory on the classical groups in the form presented here is hard to ferret out of the literature; Littlewood’s [74] and Weyl’s [107] books (from 1940 and 1939, respectively) are the standard references, but while they are both gems, they are becoming increasingly inaccessible to the modern reader (especially if her area of expertise is somewhat distant). In the case of $\mathfrak{O}(2n)$ and $\mathfrak{O}(2n + 1)$, Littlewood and Weyl deal only with the characters indexed by partitions of length at most $n$; the formulae presented here for those cases can be found (written slightly differently) in Section 11.9 of Littlewood. The characters corresponding to the longer partitions are related by so-called modification rules due to King [67]. Ram [93] has a bottom-line summary for evaluation of characters on $\mathfrak{S}\mathfrak{O}(2n)$, $\mathfrak{S}\mathfrak{O}(2n + 1)$, and $\mathfrak{S}\mathfrak{P}(2n)$. 
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Distribution of the entries

2.1 Introduction

We begin this section with a few useful and important properties of Haar measure on the classical compact groups that follow easily from translation invariance and the definitions of the groups themselves. In fact, one such property has already appeared (in Exercise 1.5): the distribution of a Haar random matrix is invariant under transposition (and conjugate transposition). The next is an obvious but important symmetry of Haar measure.

Lemma 2.1 Let $U$ be distributed according to Haar measure in $G$, where $G$ is one of $O(n)$, $U(n)$, $SO(n)$, $SU(n)$, and $Sp(2n)$. Then the entries of $U$ are identically distributed.

Proof To each permutation $\sigma \in S_n$, associate the matrix $M_\sigma$ with entries in $\{0, 1\}$, such that $m_{ij} = 1$ if and only if $\sigma(i) = j$; then $M_\sigma \in O(n)$. Multiplication on the left by $M_\sigma$ permutes the rows by $\sigma^{-1}$ and multiplication on the right by $M_\sigma$ permutes the columns by $\sigma$. One can thus move any entry of a matrix $U$ into, say, the top-left corner by multiplication on the right and/or left by matrices in $O(n)$. By the translation invariance of Haar measure, this means that all entries have the same distribution if $G$ is $O(n)$ or $U(n)$.

To complete the proof for the remaining groups, the permutation matrices may need to be slightly modified. Since for $\sigma \in S_n$, $\det(M_\sigma) = \text{sgn}(\sigma)$, the permutation matrix $M_\sigma \in SO(n)$ if and only if $\sigma$ is even. For $G = SO(n)$ or $SU(n)$, one therefore replaces one of the non-zero entries of $M_\sigma$ with $-1$ to obtain a matrix from $SO(n)$; choosing which entry intelligently (or rather, failing to make the one possible non-intelligent choice) shows that any entry of $U \in SO(n)$ or $SU(n)$ can be moved to the top left corner by left- and right-multiplication by matrices within the group.

For the symplectic group, it is a straightforward exercise to show that the
permutation matrices which are in $\mathcal{S}_p(2n)$ are exactly those which permute the indices $\{1, \ldots, n\}$ amongst themselves and have $\sigma(i + n) = \sigma(i) + n$ for the rest. This allows one to move any of the first $n$ rows to the top of a random symplectic matrix and any of the first $n$ columns all the way to the left, without changing the distribution. For the remaining rows and columns, note that a permutation with $\sigma(i) \in \{n + 1, \ldots, 2n\}$ for $1 \leq i \leq n$ and $\sigma(i + n) = \sigma(i) - n$ corresponds to a kind of anti-symplectic matrix: for such $\sigma$,

$$M_\sigma J M_\sigma^* = -J.$$  

However, changing the signs of the entries in either all of the first $n$ columns (or rows) or all of the second $n$ columns (or rows) produces a symplectic matrix, which then can be used to move rows, resp. columns, of a random symplectic matrix to the top, resp. left.  

**Exercise 2.2** If $U$ is Haar-distributed in $\mathbb{U}(n)$, the distributions of $\text{Re}(U_{11})$ and $\text{Im}(U_{11})$ are identical.

The symmetries above can be exploited to easily calculate moments of the matrix entries, as follows.

**Example** Let $U$ be Haar distributed in $G$, for $G$ as above.

1. $\mathbb{E}[u_{11}] = 0$: note that Haar measure on $\mathbb{O}(n)$ and $\mathbb{U}(n)$ is invariant under multiplication on the left by

$$
\begin{bmatrix}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}; \quad (2.1)
$$

doing so multiplies the top row (so in particular $u_{11}$) of $U$ by $-1$, but doesn’t change the distribution of the entries. So $u_{11} \overset{d}{=} -u_{11}$, and thus $\mathbb{E}[u_{11}] = 0$. For $G = \mathbb{SO}(n)$ or $\mathbb{SU}(n)$, just change the sign of any of the remaining ones in the matrix in (2.1): for $G = \mathbb{Sp}(2n)$, change the sign of the $(n + 1, n + 1)$ entry in the matrix in (2.1).

2. $\mathbb{E}|u_{11}|^2 = \frac{1}{n}$: because $U \in G$, we know that $\sum_{j=1}^n |u_{1j}|^2 = 1$, and because all the entries have the same distribution, we can write

$$
\mathbb{E}|u_{11}|^2 = \frac{1}{n} \sum_{j=1}^n \mathbb{E}|u_{1j}|^2 = \frac{1}{n} \mathbb{E} \left( \sum_{j=1}^n |u_{1j}|^2 \right) = \frac{1}{n}. 
$$

(For $G = \mathbb{Sp}(2n)$, the $n$ should be replaced with $2n$.)
Exercise 2.3  For $U = [u_{ij}]_{j=1}^n$, compute $\text{Cov}(u_{ij}, u_{k\ell})$ and $\text{Cov}(u_{ij}^2, u_{k\ell}^2)$ for all $i, j, k, \ell$.

Understanding the asymptotic distribution of the individual entries of Haar-distributed matrices is of course more involved than just calculating the first couple of moments, but follows from classical results. Recall that one construction of Haar measure on $O(n)$ involves filling the first column with a random point on the sphere. That is, the distribution of $u_{11}$ is exactly that of $x_1$, where $x = (x_1, \ldots, x_n)$ is a uniform random point of $S^{n-1} \subseteq \mathbb{R}^n$. The asymptotic distribution of a single coordinate of a point on the sphere has been known for over a hundred years; the first rigorous proof is due to Borel in 1906, but it was recognized by Maxwell and others decades earlier.

Theorem 2.4 (Borel’s lemma)  Let $X = (X_1, \ldots, X_n)$ be a uniform random vector in $S^{n-1} \subseteq \mathbb{R}^n$. Then

$$
\mathbb{P}[\sqrt{n}X_1 \leq t] \xrightarrow{n \to \infty} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^t e^{-x^2/2} dx;
$$

that is, $\sqrt{n}X_1$ converges weakly to a Gaussian random variable, as $n \to \infty$.

The lemma is also often referred to as the “Poincaré limit”. There are many proofs; the one given below is by the method of moments. The following proposition gives a general formula for integrating polynomials over spheres to be used below.

Proposition 2.5  Let $P(x) = |x_1|^{\alpha_1}|x_2|^{\alpha_2} \cdots |x_n|^{\alpha_n}$. Then if $X$ is uniformly distributed on $\sqrt{n}S^{n-1}$,

$$
\mathbb{E}[P(X)] = \frac{\Gamma(\beta_1) \cdots \Gamma(\beta_n) \Gamma\left(\frac{1}{2} + \frac{1}{2} \sum \alpha_i\right)}{\Gamma(\beta_1 + \cdots + \beta_n) n^{n/2}},
$$

where $\beta_i = \frac{1}{2}(\alpha_i + 1)$ for $1 \leq i \leq n$ and

$$
\Gamma(t) = \int_0^\infty s^{t-1} e^{-s} ds = 2 \int_0^\infty r^{2t-1} e^{-r^2} dr.
$$

The proof is essentially a reversal of the usual trick for computing the normalizing constant of the Gaussian distribution.

Proof of Borel’s lemma by moments  Fix $m \in \mathbb{N}$; to prove the lemma, we need to show that if for each $n$, $Y_n$ is distributed as the first coordinate of a uniform random point on $S^{n-1}$, then

$$
\lim_{n \to \infty} \mathbb{E}[\sqrt{n}Y_n^m] = \mathbb{E}[Z^m],
$$

(2.2)
where $Z$ is a standard Gaussian random variable. Recall that the moments of
the standard Gaussian distribution are

$$
\mathbb{E}[Z^m] = \begin{cases} 
(m-1)(m-3)(m-5)\ldots(1), & m = 2k; \\
0, & m = 2k+1.
\end{cases}
$$

(2.3)

To prove (2.2), first note that it follows by symmetry that $\mathbb{E}_X X_{1}^{2k+1} = 0$ for
all $k \geq 0$. Next, specializing Proposition 2.5 to $P(X) = X_{1}^{2k}$ gives that the even
moments of $X_1$ are

$$
\mathbb{E}[X_{1}^{2k}] = \frac{\Gamma\left(k + \frac{1}{2}\right) \Gamma\left(\frac{n}{2}\right) \Gamma\left(\frac{1}{2}\right) n^k}{\Gamma\left(k + \frac{n}{2}\right) \pi^{\frac{n}{2}}}.
$$

Using the functional equation $\Gamma(t+1) = t\Gamma(t)$ and the fact that $\Gamma\left(\frac{1}{2}\right) = \sqrt{\pi}$,
this simplifies to

$$
\mathbb{E}[X_{1}^{2k}] = \frac{(2k-1)(2k-3)\ldots(1)n^k}{(n+2k-2)(n+2k-4)\ldots(n)}.
$$

(2.4)

Equation (2.2) follows immediately.

Corollary 2.6  For each $n$, let $U_n$ be a random orthogonal matrix. Then the
sequence $\{\sqrt{n} U_n\}_{1}$ converges weakly to the standard Gaussian distribution,
as $n \to \infty$.

More recent work has made it possible to give a much more precise state-
ment which quantifies Borel’s lemma; doing so has important implications for
the joint distribution of the entries of a random orthogonal matrix. We first give
a brief review of various notions of distance between measures.

**Metrics on probability measures**

Let $X$ be a metric space. The following are some of the more widely used
metrics on the set of Borel probability measures on $X$.

1. Let $\mu$ and $\nu$ be Borel probability measures on $X$. The **total variation dis-
tance** between $\mu$ and $\nu$ is defined by

$$
d_{TV}(\mu, \nu) := \sup_{A \subseteq X} |\mu(A) - \nu(A)|,
$$

where the supremum is over Borel measurable sets. Equivalently, one can define

$$
d_{TV}(\mu, \nu) := \frac{1}{2} \sup_{f : X \to \mathbb{R}} \left| \int f \, d\mu - \int f \, d\nu \right|.
$$
where the supremum is over functions $f$ which are continuous, such that $\|f\|_{\infty} \leq 1$. When $\mu$ and $\nu$ have densities $f$ and $g$ (respectively) with respect to a sigma-finite measure $\lambda$ on $X$, then

$$d_{TV}(X, Y) = \frac{1}{2} \int |f - g| d\lambda.$$  

The total variation distance is a very strong metric on probability measures; in particular, a discrete distribution cannot be approximated by a continuous distribution in total variation.

Exercise 2.7
1. Prove that the first two definitions are equivalent, and are equivalent to the third when the measures have density.
   Hint: The Hahn-Jordan decomposition of the signed measure $\mu - \nu$ is useful here.
2. Prove that the total variation distance between a discrete distribution and a continuous distribution is always 1.

2. The bounded Lipschitz distance is defined by

$$d_{BL}(\mu, \nu) := \sup_{\|g\|_{BL} \leq 1} \left| \int g \, d\mu - \int g \, d\nu \right|,$$

where the bounded-Lipschitz norm $\|g\|_{BL}$ of $g : X \to \mathbb{R}$ is defined by

$$\|g\|_{BL} := \max\{\|g\|_{\infty}, |g|_L\},$$

where $|g|_L = \sup_{x \neq y} \frac{|g(x) - g(y)|}{d(x, y)}$ is the Lipschitz constant of $g$. If $X$ is a separable metric space, the bounded-Lipschitz distance is a metric for the weak topology on probability measures on $X$ (see, e.g., [39, Theorem 11.3.3]).

3. The Kolmogorov distance for probability measures on $\mathbb{R}$ is defined by

$$d_K(\mu, \nu) := \sup_{x \in \mathbb{R}} \left| \mu((-\infty, x]) - \nu((-\infty, x]) \right|.$$  

Convergence in Kolmogorov distance is in general stronger than weak convergence, because for weak convergence, the distribution functions need only converge to the limiting distribution function at its continuity points, and the convergence is not required to be uniform.

4. The $L_p$ Kantorovich distance for $p \geq 1$ is defined by

$$W_p(\mu, \nu) := \inf_{\pi} \left( \int d(x, y)^p \, d\pi(x, y) \right)^{\frac{1}{p}},$$

where the infimum is over couplings $\pi$ of $\mu$ and $\nu$; that is, probability measures $\pi$ on $X \times X$ such that $\pi(A \times \mathbb{R}^n) = \mu(A)$ and $\pi(\mathbb{R}^n \times B) = \nu(B)$. The
L_p Kantorovich distance is a metric for the topology of weak convergence plus convergence of moments of order p or less. It is often called the L_p Wasserstein distance, and in the case of p = 1, the earth-mover distance.

When p = 1, there is the following alternative formulation:

\[ W_1(\mu, \nu) := \sup_{|f|_1 \leq 1} \left| \int f \, d\mu - \int f \, d\nu \right|. \]

The fact that this is an equivalent definition of \( W_1 \) to the one given above is the Kantorovich–Rubenstein theorem. There are dual representations for \( W_p \) for \( p > 1 \) as well, but they are more complicated and will not come up in this book.

As a slight extension of the notation defined above, if Y and Z are random variables taking values in a metric space, \( d_{TV}(Y, Z) \) is defined to be the total variation distance between the distributions of Y and Z, etc.

**Quantitative asymptotics for the entries of Haar-distributed matrices**

As noted above, it is a consequence of Borel’s lemma that the individual entries of a random orthogonal matrix are approximately Gaussian for large matrices. Borel’s lemma has been strengthened considerably, as follows.

**Theorem 2.8** (Diaconis–Freedman) Let X be a uniform random point on \( \sqrt{n} \mathbb{S}^{n-1} \), for \( n \geq 5 \), and let \( 1 \leq k \leq n - 4 \). Then if Z is a standard Gaussian random vector in \( \mathbb{R}^k \),

\[ d_{TV}(X_1, \ldots, X_k, Z) \leq \frac{2(k + 3)}{n - k - 3}. \]

That is, not only is an individual coordinate of a random point on the sphere close to Gaussian, but in fact the joint distribution of any k coordinates is close in total variation to k i.i.d. Gaussian random variables, if \( k = o(n) \). In the random matrix context, this implies that for \( k = o(n) \), one can approximate any k entries from the same row or column of U by independent Gaussian random variables. This led Persi Diaconis to raised the question: How many entries of U can be simultaneously approximated by independent normal random variables? The answer to this question of course depends on the sense of approximation. In the strongest sense, namely in total variation, the sharp answer was found independently by T. Jiang and Y. Ma \[59\] and by K. Stewart \[69\], following earlier work of Diaconis–Eaton–Lauritzen \[37\] and Jiang \[60\].
Theorem 2.9  Let \( \{U_n\} \) be a sequence of random orthogonal matrices with \( U_n \in \mathbb{O}(n) \) for each \( n \), and suppose that \( p_n q_n \xrightarrow{n \to \infty} \infty \), with \( p_n q_n = o(n) \). Let \( U_n(p_n, q_n) \) denote the top-left \( p_n \times q_n \) block of \( U_n \), and let \( Z(p_n, q_n) \) denote a \( p_n \times q_n \) random matrix of i.i.d. standard normal random variables. Then

\[
\lim_{n \to \infty} d_{TV}(\sqrt{n}U_n(p_n, q_n), Z(p_n, q_n)) = 0.
\]

That is, a \( p_n \times q_n \) principal submatrix can be approximated in total variation by a Gaussian random matrix, as long as \( p_n q_n \ll n \); in particular, this recovers the theorem of Diaconis and Freedman (without the explicit rate of convergence) when \( q_n = 1 \). The theorem is sharp in the sense that if \( p_n \sim x \sqrt{n} \) and \( q_n \sim y \sqrt{n} \) for \( x, y > 0 \), then \( d_{TV}(\sqrt{n}U_n(p_n, q_n), Z(p_n, q_n)) \) does not tend to zero.

If one relaxes the sense in which entries should be simultaneously approximable by i.i.d. Gaussian variables, one can approximate a larger collection of entries, as in the following theorem. Recall that a sequence of random variables \( \{X_n\} \) tends to zero in probability (denoted \( X_n \xrightarrow{P} 0 \)) if for all \( \epsilon > 0 \),

\[
\lim_{n \to \infty} P[|X_n| > \epsilon] = 0.
\]

Theorem 2.10 (Jiang [60])  For each \( n \), let \( Y_n = [y_{ij}]_{i,j=1}^n \) be an \( n \times n \) matrix of independent standard Gaussian random variables and let \( \Gamma_n = [\gamma_{ij}]_{i,j=1}^n \) be the matrix obtained from \( Y_n \) by performing the Gram-Schmidt process; i.e., \( \Gamma_n \) is a random orthogonal matrix. Let

\[
\epsilon_n(m) = \max_{1 \leq i \leq m, 1 \leq j \leq n} \left| \sqrt{n} \gamma_{ij} - y_{ij} \right|.
\]

Then

\[
\epsilon_n(m_n) \xrightarrow{P} 0 \quad \text{as} \quad n \to \infty
\]

if and only if \( m_n = o\left( \frac{n}{\log(n)} \right) \).

That is, in an “in probability” sense, as many as \( o\left( \frac{n^2}{\log(n)} \right) \) entries of \( U \) can be simultaneously approximated by independent Gaussians.

Theorems 2.9 and 2.10 are the subject of Section 2.3 below.

### 2.2 The density of a principal submatrix

The main result of this section, important in its own right, is also the main ingredient in the proof of Theorem 2.9 on approximating the entries of a principal submatrix of a random orthogonal matrix by i.i.d. Gaussian random variables.
**Theorem 2.11**  Let $U$ be an $n \times n$ random orthogonal matrix, and let $U_{p,q}$ denote the upper-left $p \times q$ block of $U$. For $q \leq p$ and $p + q \leq n$, the random matrix $U_{p,q}$ has density with respect to Lebesgue measure, given by

$$g(M) = \frac{w(n-p,q)}{(2\pi)^{pq/2}} \det \left( I_q - M^T M \right)^{\frac{n-p-q-1}{2}} I_0(M^T M),$$

where $w(\cdot, \cdot)$ denotes the Wishart constant:

$$\omega(n, q)^{-1} = \pi^{\frac{n+n}{2}} \frac{\prod_{j=1}^{q} \Gamma \left( \frac{n-j+1}{2} \right)}{2 \Gamma(\frac{n+q}{2})},$$

and $I_0(A)$ is the indicator that $A$ has $q$ eigenvalues (counted with multiplicity) in $(0, 1)$.

The approach to the proof is via invariant theory. We first show that if $\Gamma_{p,q}$ has the density given in (2.5), then

$$U_{p,q}^T U_{p,q} \overset{d}{=} \Gamma_{p,q} \Gamma_{p,q}.$$  

We then use the fact that $M \mapsto M^T M$ is a maximal invariant (to be defined below) under the action of $O(p)$ to show that (2.6) implies that $U_{p,q} \overset{d}{=} \Gamma_{p,q}$.

Carrying out this approach requires some background on some of the classical random matrix ensembles.

Let $q \leq n$ and let $Z$ be an $n \times q$ random matrix with entries distributed as independent standard Gaussian random variables. The $q \times q$ random matrix $S := Z^T Z$ is called a **Wishart matrix** with $n$ degrees of freedom. The matrix $S$ is positive definite with probability one, and its density (with respect to Lebesgue measure) on the set $S_q^+$ of $q \times q$ real positive definite matrices is given by

$$p(M) = \omega(n, q) \det(M)^{\frac{n-q-1}{2}} e^{-\frac{1}{2} \text{Tr}(M)}.$$  

Now let $q \leq \min(n_1, n_2)$, and let $S_1$ and $S_2$ be $q \times q$ Wishart matrices, with $n_1$ and $n_2$ degrees of freedom, respectively. Then $S_1 + S_2$ has rank $q$ with probability one, and

$$B := (S_1 + S_2)^{-1/2} S_1 (S_1 + S_2)^{-1/2}$$

is said to have the **matrix-variate beta distribution** $B(n_1, n_2; I_q)$.

Note in particular that if $S_1$ and $S_2$ are as in the definition above, then since

$$I_q = (S_1 + S_2)^{-1/2} S_1 (S_1 + S_2)^{-1/2} = (S_1 + S_2)^{-1/2} S_2 (S_1 + S_2)^{-1/2},$$

the matrix $I_q$ is positive definite, and its density (with respect to Lebesgue measure) on the set $S_q^+$ of $q \times q$ real positive definite matrices is given by

$$p(I_q) = \omega(n, q) \det(I_q)^{\frac{n-q-1}{2}} e^{-\frac{1}{2} \text{Tr}(I_q)}.$$
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$B$ has all its eigenvalues in $(0, 1)$. The density (with respect to Lebesgue measure) of $B$ on the set $P_q$ of $q \times q$ symmetric matrices with eigenvalues in $(0, 1)$, is given by

$$ g(M) = \frac{w(n_1, q)w(n_2, q)}{w(n_1 + n_2, q)} \det(M)^{(n_1-q-1)/2} \det(I_q - M)^{(n_1-q-1)/2}. \quad (2.8) $$

**Lemma 2.12** Let $q \leq p$ and $p + q \leq n$, and let $U_{p,q}$ be the upper-left $p \times q$ block of a Haar-distributed $U \in O(n)$. Then $\Sigma_{p,q} := U_{p,q}^T U_{p,q} \in M_q(\mathbb{R})$ has the matrix-variate beta distribution $B(p, n - p - I_q)$.

**Proof** It follows from the column-by-column construction of Haar measure that the first $q$ columns of $U$ form a random element in

$$ F_{q,n} := \left\{ \begin{bmatrix} | & | & | & | \end{bmatrix} U_1 \cdots U_q \begin{bmatrix} | & | \end{bmatrix} : \langle U_i, U_j \rangle = \delta_{ij} \right\}, $$

whose distribution is invariant under the action of $O(n)$ by multiplication on the left. The random matrix $U_{p,q}$ in the statement of the lemma is then the first $p$ rows of a random element in $F_{q,n}$.

Now, the second Gaussian construction of Haar measure given in Section 1.2 can be generalized to produce a translation-invariant random element of $F_{q,n}$ from a collection of Gaussian random variables, as follows. Let $X$ be an $n \times q$ random matrix with i.i.d. standard Gaussian entries, and define

$$ \tilde{U} := X (X^T X)^{-1/2}. $$

The matrix $X$ has rank $q$ with probability one, and so $\tilde{U}$ is well-defined, and its distribution is easily seen to be invariant under the action of $O(n)$ by left-multiplication. It therefore suffices to show that the distribution of the first $p$ rows of $\tilde{U}^T \tilde{U}$ is the same as the distribution of $B$ in (2.7), with $n_1 = p$ and $n_2 = n - p$. To see this, decompose the matrix $X$ as

$$ X = \begin{bmatrix} Y \\ Z \end{bmatrix}, $$

where $Y$ is the first $p$ rows; then

$$ U_{p,q} \overset{d}{=} Y (Y^T Y + Z^T Z)^{-1/2}, $$

and so

$$ \Sigma_{p,q} \overset{d}{=} (S_1 + S_2)^{-1/2} S_1 (S_1 + S_2)^{-1/2}. $$
where $S_1 := Y^T Y$ and $S_2 := Z^T Z$. The matrices $S_1$ and $S_2$ are $q \times q$ Wishart matrices, with $p$ and $n - p$ degrees of freedom, respectively, and so

$$
\Sigma_{p,q} = (S_1 + S_2)^{-1/2} S_1 (S_1 + S_2)^{-1/2}
$$

has a matrix-variate beta distribution.

We next confirm that the density of $U_{pq}^T U_{pq}$ identified in Lemma 2.12 is as it should be; that is, if $\Gamma_{p,q}$ has the claimed density of $U_{p,q}$, then $\Gamma_{p,q}^T \Gamma_{p,q}$ also has a matrix-variate beta distribution.

**Lemma 2.13** Suppose that $\Gamma_{p,q}$ is a $p \times q$ random matrix with density

$$
g(M) = \frac{w(n-p,q)}{(2\pi)^{\frac{q}{2}} \omega(n,q)} \det(I_q - M^T M)^{\frac{n-p-1}{2}} I_0(M^T M) \tag{2.9}
$$

with respect to Lebesgue measure, where $I_0(M^T M)$ is the indicator that all of the eigenvalues of $M^T M$ lie in $(0,1)$. Then $\Gamma_{p,q}^T \Gamma_{p,q}$ has the matrix-variate beta distribution $B(p,n-p;I_q)$.

**Proof** Let $\mathcal{X}$ be the set of $p \times q$ matrices $M$ over $\mathbb{R}$ such that all of the eigenvalues of $M^T M$ lie in $(0,1)$.

The matrix $\Gamma_{p,q}^T \Gamma_{p,q}$ has density $h$ on $S_q^+$ if and only if for all $f : S_q^+ \to \mathbb{R}$,

$$
\int_{\mathcal{X}} f(M^T M) g(M) dM = \int_{S_q^+} f(A) h(A) dA.
$$

Define $g^* : S_q^+ \to \mathbb{R}$ by

$$
g^*(A) = \frac{\omega(n-p,q)}{(2\pi)^{\frac{q}{2}} \omega(n,q)} \det(I_q - A)^{\frac{n-p-1}{2}} \exp\left(-\frac{1}{2} \operatorname{Tr}(A)\right),
$$

so that $g(M) = g^*(M^T M)$ for $M \in \mathcal{X}$. Writing $f(A) = f_1(A) \varphi(A)$ with $\varphi(A) = (2\pi)^{-\frac{q}{2}} \exp\left(-\frac{1}{2} \operatorname{Tr}(A)\right)$, we have that

$$
\int_{\mathcal{X}} f(M^T M) g(M) dM = \int_{S_q^+} f_1(M^T M) g^*(M^T M) I_0(M^T M) dA \tag{2.10}
$$

where the integral is now over the space $M_{p,q}(\mathbb{R})$ all real $p \times q$ matrices.

Now, $\varphi(M^T M)$ is exactly the standard Gaussian density on $M_{p,q}(\mathbb{R})$, so the right-hand side of (2.10) is simply

$$
\mathbb{E}[f_1(S) g^*(S) I_0(S)],
$$

where $S$ is a $q \times q$ Wishart matrix with $p$ degrees of freedom. That is, for all $f_1 : S_q^+ \to \mathbb{R},$
where $p$ is the density of $S$. It follows that
\[
h(A) = \frac{g'(A)\varphi(A)p(A)}{\varphi(A)} = \frac{w(p, q)w(n - p, q)}{w(n, q)} \det(A)^{(p-q-1)/2} \det(I_n - A)^{(n-p-q-1)/2} I_0(A),
\]
which is exactly the density of the matrix-variate beta distribution $B(p, n - p; I_q)$.

Finally, we show that $U^T U_{p,q}^d = \Gamma_{p,q}^d$ implies that $U_{p,q}^d = \Gamma_{p,q}$. To do this, we need the following concept.

**Definition** Let $f : X \to Y$ and suppose that a group $G$ acts on $X$. The function $f$ is **invariant** under the action of $G$ if
\[
f(x) = f(g \cdot x) \quad \text{for all } g \in G.
\]
The function $f$ is a **maximal invariant** if whenever $f(x_1) = f(x_2)$, there is a $g \in G$ such that $x_1 = g \cdot x_2$.

**Lemma 2.14** Let $q \leq p$. The function $M \mapsto M^T M$ is a maximal invariant on $p \times q$ matrices of rank $q$, under the action of $\bigodot (p)$ by left-multiplication.

**Proof** Clearly, $M \mapsto M^T M$ is invariant under the action of $\bigodot (p)$. Suppose, then, that $M_1^T M_1 = M_2^T M_2$. Then $\langle M_1^T M_1 v, w \rangle = \langle M_2^T M_2 v, w \rangle$ for all $v, w \in \mathbb{R}^q$; that is,
\[
\langle M_1 v, M_1 w \rangle = \langle M_2 v, M_2 w \rangle \quad \text{for all } v, w \in \mathbb{R}^q.
\]
It follows that if $(v_1, \ldots, v_k)$ are such that $(M_1 v_1, \ldots, M_1 v_k)$ is an orthonormal basis of $\{M_1 v : v \in \mathbb{R}^q\}$, then $(M_2 v_1, \ldots, M_2 v_k)$ is an orthonormal basis of $\{M_2 v : v \in \mathbb{R}^q\}$. Since $M_1$ has rank $q$, it acts as an injective map $\mathbb{R}^q \to \mathbb{R}^p$, and so there is a well-defined map $U : \{M_1 v : v \in \mathbb{R}^q\} \to \{M_2 v : v \in \mathbb{R}^q\}$ with $U(M_1 v) = M_2 v$ for all $v \in \mathbb{R}^q$. Extend $U$ to a map $\tilde{U}$ on all of $\mathbb{R}^p$ such that $\tilde{U}$ sends an orthonormal basis to an orthonormal basis; then $\tilde{U} \in \bigodot (p)$ and $\tilde{U} M_1 = M_2$.

Observe that if $\tau : X \to Y$ is a maximal invariant under the action of $G$ on $X$, and if $f : X \to Z$ is any $G$-invariant function, then there is a function $f^* : \tau(X) \to Z$ such that $f(x) = f^*(\tau(x))$ for all $x \in X$. Indeed, if $y \in \tau(X)$, then $y = \tau(x)$ for some $x$. Since $\tau$ is a maximal invariant, if $y = \tau(x')$ also, then...
\[ x = gx', \text{ and so } f(x) = f(x') \text{ because } f \text{ is } G\text{-invariant. Taking } f^*(y) = f(x) \text{ thus produces a well-defined function } f^*. \]

Our interest in maximal invariants lies in the following lemma.

**Proposition 2.15** Suppose the compact group G acts measurably on S, and let \( \tau : S \rightarrow S' \) be a maximal invariant. Suppose that \( X_1, X_2 \) are random variables in S, with G-invariant distributions. Suppose further that \( \tau(X_1) \overset{d}{=} \tau(X_2) \). Then \( X_1 \overset{d}{=} X_2 \).

**Proof** Let \( f : S \rightarrow \mathbb{R} \) be bounded and measurable, and let \( g \) be distributed according to Haar measure on \( G \). It follows by the translation invariance of Haar measure that the function \( x \mapsto \mathbb{E}[f(g \cdot x)] \) is \( G \)-invariant, so as discussed above, there is a function \( f^* : S' \rightarrow \mathbb{R} \) such that \( \mathbb{E}[f(g \cdot x)] = f^*(\tau(x)) \) for each \( x \in S \). If \( g \) is taken to be independent of \( X_1 \) and \( X_2 \), then by \( G \)-invariance and Fubini’s theorem,

\[
\mathbb{E}[f(X_1)] = \mathbb{E}[f(g \cdot X_1)] = \mathbb{E}[f^*(\tau(X_1))] = \mathbb{E}[f^*(\tau(X_2))] = \mathbb{E}[f(g \cdot X_2)] = \mathbb{E}[f(X_2)].
\]

That is, \( X_1 \overset{d}{=} X_2 \). \( \square \)

Finally, if \( \Gamma_{p,q} \) has the density claimed in Theorem 2.11 for \( U_{p,q} \), then the distribution of \( \Gamma_{p,q} \) is trivially seen to be \( \Theta(p) \)-invariant, and of course the distribution of \( U_{p,q} \) is \( \Theta(p) \)-invariant. It thus follows from Lemmas 2.12, 2.13 and Proposition 2.15 that \( U_{p,q} \overset{d}{=} \Gamma_{p,q} \).

### 2.3 How much is a Haar matrix like a Gaussian matrix?

#### In total variation

Rather than proving the full version of Theorem 2.9, we will prove the important special case of square principal submatrices. The basic ideas of the proof are the same, but the assumption that the submatrix is square, so that \( p_n = o(\sqrt{n}) \), results in considerable technical simplification.

**Theorem 2.16** Let \( \{U_n\} \) be a sequence of Haar-distributed random orthogonal matrices with \( U_n \in \Theta(n) \) for each \( n \), and suppose that \( p_n \overset{n \rightarrow \infty}{\longrightarrow} \infty \), with \( p_n = o(\sqrt{n}) \). Let \( U_n(p_n) \) denote the top-left \( p_n \times p_n \) block of \( U_n \), and let \( Z_{p_n} \)
be a \( p_n \times p_n \) random matrix whose entries are i.i.d. standard normal random variables. Then
\[
\lim_{n \to \infty} d_{TV}( \sqrt{n} U_n(p_n), Z_{p_n} ) = 0.
\]

The essential idea of the proof is the following. Recall that if random vectors \( X \) and \( Y \) have densities \( f \) and \( g \) (respectively) with respect to a sigma-finite measure \( \lambda \), then
\[
d_{TV}(X, Y) = \frac{1}{2} \int |f - g| d\lambda.
\]
Letting \( g_n, p \) denote the density of \( \sqrt{n} U_n(p_n) \), and let \( \varphi_p \) denote the density of \( Z_{p} \).
Letting \( \lambda \) denote Lebesgue measure on \( M_p(\mathbb{R}) \),
\[
d_{TV}( \sqrt{n} U_n(p_n), Z_{p_n} ) = \frac{1}{2} \int_{M_p(\mathbb{R})} |g_n, p - \varphi_p| d\lambda
\]
showing that \( d_{TV}( \sqrt{n} U_n(p_n), Z_{p_n} ) \to 0 \) as \( n \to \infty \) is thus equivalent to showing that the random variable \( \frac{g_{n, p}(Z_{p_n})}{\varphi_p(Z_{p_n})} \) tends to 1 in expectation.

To simplify the notation, write \( p = p_n \) and \( Z_{p_n} = Z \). From Theorem 2.11 and a change of variables,
\[
g_{n, p}(Z) = \frac{w(n - p, p)}{(2\pi n)^{\frac{p}{2}}} \omega(n, p) \det(I_p - \frac{1}{n} Z^T Z)^{\frac{n-p-1}{2}} I_0 \left( \frac{1}{n} Z^T Z \right).
\]
with
\[
\omega(n, p) = \left\{ \pi^{\frac{p(p-1)}{4}} \prod_{j=1}^{p} \Gamma \left( \frac{n - j + 1}{2} \right) \right\}^{-1}
\]
and \( I_0 \left( \frac{1}{n} Z^T Z \right) \) the indicator that the eigenvalues of \( \frac{1}{n} Z^T Z \) lie in \((0, 1)\). The density \( \varphi_p \) is given by \( \varphi_p(Z) = \frac{1}{(2\pi)^{\frac{p}{2}}} \exp \left( -\frac{1}{2} \text{Tr}(Z^T Z) \right) \).
If \( 0 < \lambda_1 < \cdots < \lambda_p \) are the eigenvalues of \( Z^T Z \) (which are indeed strictly positive and distinct with probability one when \( Z \) is a matrix of i.i.d. Gaussian variables), the densities above can be rewritten as
\[
g_{n, p}(Z) = \frac{w(n - p, p)}{(2\pi n)^{\frac{p}{2}}} \omega(n, p) \prod_{j=1}^{p} \left( 1 - \frac{\lambda_j}{n} \right)^{\frac{n-2p-1}{2}} \mathbb{1}_{(0,\infty)}(\lambda_j)
\]
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\[ \varphi_p(Z) = \frac{1}{(2\pi)^{p/2}} \exp \left( -\frac{1}{2} \sum_{j=1}^{p} A_j \right), \]

so that

\[ g_{n,p}(Z) \varphi_p(Z) = \frac{w(n-p,p)}{n^{\frac{p}{2}} w(n,p)} \exp \left\{ \sum_{j=1}^{p} \left[ A_j + \frac{n-2p-1}{2} \log \left( 1 - \frac{A_j}{n} \right) \right] \right\} \mathbb{1}_{(0,n)}(A_p). \]

We first investigate the asymptotics of the coefficient.

Lemma 2.17 If \( p = o(\sqrt{n}) \), then

\[ \frac{w(n-p,p)}{n^{\frac{p}{2}} w(n,p)} = \exp \left\{ -\frac{p^3}{2n} + o(1) \right\}. \]

Proof First suppose that \( p \) is even. From the definition of \( w(n,p) \),

\[ \frac{w(n-p,p)}{n^{\frac{p}{2}} w(n,p)} = \left( \frac{2}{n} \right)^{p/2} \prod_{j=1}^{p} \frac{\Gamma \left( \frac{n+j+1}{2} \right)}{\Gamma \left( \frac{n-p+j+1}{2} \right)}, \]

Now,

\[ \Gamma \left( \frac{n+j+1}{2} \right) = \left( \frac{n+j-1}{2} \right) \left( \frac{n+j-3}{2} \right) \cdots \left( \frac{n+j-(p-1)}{2} \right) \Gamma \left( \frac{n-j-(p+1)}{2} \right) = \left( \frac{n}{2} \right)^{p/2} \prod_{j=1}^{p} \frac{\Gamma \left( \frac{n-j-(p+1)}{2} \right)}{\Gamma \left( \frac{n+j+1}{2} \right)} \]

and so

\[ \frac{w(n-p,p)}{n^{\frac{p}{2}} w(n,p)} = \prod_{j=1}^{p} \prod_{\ell=1}^{\frac{p}{2}} \left( 1 - \frac{j+2\ell-1}{n} \right) = \exp \left\{ \sum_{j=0}^{p-1} \sum_{\ell=1}^{\frac{p}{2}} \log \left( 1 - \frac{j+2\ell}{n} \right) \right\}. \]

For \( n \) large enough, \( \frac{j+2\ell}{n} \leq \frac{1}{2} \), and so

\[ \left| \log \left( 1 - \frac{j+2\ell}{n} \right) + \frac{j+2\ell}{n} \right| \leq \left( \frac{j+2\ell}{n} \right)^2, \]

and

\[ \sum_{j=0}^{p-1} \sum_{\ell=1}^{\frac{p}{2}} \left( \frac{j+2\ell}{n} \right)^2 = \frac{1}{n^2} \left[ \frac{7}{12} p^4 + \frac{1}{2} p^3 - \frac{1}{12} p^2 \right] = o(1), \]

since \( p = o(\sqrt{n}) \).
That is,
\[
\frac{w(n-p, p)}{n^p} = \exp \left\{ -\sum_{j=0}^{p-1} \sum_{\ell=1}^{\lfloor \frac{p}{2} \rfloor} \frac{j \ell}{n} + o(1) \right\} = \exp \left\{ -\frac{p^3}{2n} + o(1) \right\}.
\]

When \( p \) is odd, the proof is essentially the same but requires a small tweak; the neat cancellation in the ratio of gamma functions above required \( p \) to be even. It follows from Stirling’s formula, though, that
\[
\Gamma\left(\frac{n+1}{2}\right) = \sqrt{\frac{2}{\pi n}} \Gamma\left(\frac{n}{2}\right) \left(1 + O\left(\frac{1}{n}\right)\right),
\]
so that when \( p \) is odd,
\[
\prod_{j=1}^{p} \frac{\Gamma\left(\frac{n-j+1}{2}\right)}{\Gamma\left(\frac{n-p-j+1}{2}\right)} = \prod_{j=1}^{p} \frac{\sqrt{\frac{2}{\pi n}} \Gamma\left(\frac{n-j}{2}\right) \left(1 + O\left(\frac{1}{n}\right)\right)}{\Gamma\left(\frac{n-p-j+1}{2}\right)}.
\]
The proof now proceeds along the same lines as before.

The bulk of the proof is of course to analyze the random variable
\[
L_n := \exp \left\{ \sum_{j=1}^{p} \left[ \frac{\lambda_j}{2} + \frac{n-2p-1}{2} \log \left(1 - \frac{\lambda_j}{n}\right) \right] \right\} \mathbb{1}_{(0, n)}(\lambda).
\]

**Proposition 2.18** For \( L_n \) defined as above, \( e^{\frac{p^3}{2n}} L_n \) converges to 1 in probability, as \( n \) tends to infinity.

**Proof** We will in fact prove the equivalent statement that \(-\frac{p^3}{2n} + \log(L_n)\) tends to zero in probability.

For \( x \in (0, n) \), let
\[
f(x) = \frac{x}{2} + \frac{n-2p-1}{2} \log \left(1 - \frac{x}{n}\right).
\]
Then by Taylor’s theorem, there is some \( \xi \in (0, x) \) such that
\[
f(x) = \left(\frac{2p+1}{2n}\right) x - \left(\frac{n-2p-1}{4n^2}\right) x^2 - \left(\frac{n-2p-1}{6n^3}\right) x^3.
\]
Now, it is known that the largest eigenvalue of \( Z^T Z \) is of order \( p \) with high probability; formally, for \( t \geq 0 \),
\[
P \left[ \lambda_p \geq p \left( 1 + \sqrt{\frac{p}{n}} + t \right)^2 \right] \leq e^{-p^2}
\]
(see, e.g., [23]). Let
\[
\Omega_p := \left\{ Z : \lambda_p \geq p \left( 2 + \sqrt{\frac{p}{n}} \right)^2 \right\} \quad \text{for } Z \in \Omega_p, \text{ and } \xi \in (0, \lambda_i)
\]
for some \( i \),
\[
\frac{n-2p-1}{6(n-\xi)^3} \leq \frac{n-2p-1}{6(n-9p)^3} \leq \frac{1}{n^2}.
\]
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for \( n \) large enough. We thus have that for \( Z \in \Omega_p^c \),

\[
\sum_{j=1}^{p} f(\lambda_j) = \sum_{j=1}^{p} \left[ \left( \frac{2p+1}{2n} \right) \lambda_j - \left( \frac{n-2p-1}{4n^2} \right) \lambda_j^2 - \left( \frac{n-2p-1}{6n^2} \right) \lambda_j^3 \right] \\
= \left( \frac{2p+1}{2n} \right) \text{Tr}(Z^T Z) - \left( \frac{n-2p-1}{4n^2} \right) \text{Tr}((Z^T Z)^2) + E \text{Tr}((Z^T Z)^3),
\]

where the random variable \( E \) has \( 0 \leq E \leq \frac{1}{n^2} \).

Now, the means and variances of \( \text{Tr}((Z^T Z)^k) \) are known; see, e.g., [6]. In particular, for \( Z \) a \( p \times p \) matrix of i.i.d. standard Gaussian random variables,

\[
\mathbb{E} \text{Tr}((Z^T Z)^k) = \frac{p^{k+1}}{k} \binom{2k}{k+1} + O(p^k)
\]

and

\[
\text{Var} \left[ \text{Tr}((Z^T Z)^k) \right] = O(p^{2k}),
\]

as \( p \) tends to infinity. In particular,

\[
-\frac{p^3}{2n} + \sum_{j=1}^{p} f(\lambda_j) = \left( \frac{2p+1}{2n} \right) \left\{ \text{Tr}(Z^T Z) - \mathbb{E} \text{Tr}(Z^T Z) \right\} \\
- \left( \frac{n-2p-1}{4n^2} \right) \left\{ \text{Tr}((Z^T Z)^2) - \mathbb{E} \text{Tr}((Z^T Z)^2) \right\} \\
+ E \text{Tr}((Z^T Z)^3) + \frac{p^2}{2n} + \frac{p^3 (p + 1)}{n^2}.
\]

By Chebychev’s inequality,

\[
P \left[ \left( \frac{2p+1}{2n} \right) \left| \text{Tr}(Z^T Z) - \mathbb{E} \text{Tr}(Z^T Z) \right| > \epsilon \right] \leq \frac{(2p + 1)^2 \text{Var} \left( \text{Tr}(Z^T Z) \right)}{4n^2 \epsilon^2} = O \left( \frac{p^4}{n^2} \right) = o(1).
\]

Similarly,

\[
P \left[ \left( \frac{n-2p-1}{4n^2} \right) \left| \text{Tr}((Z^T Z)^2) - \mathbb{E} \text{Tr}((Z^T Z)^2) \right| > \epsilon \right] \leq \frac{(n-2p-1)^2 \text{Var} \left( \text{Tr}((Z^T Z)^2) \right)}{16n^2 \epsilon^2} = O \left( \frac{p^4}{n^2} \right) = o(1),
\]

and

\[
P \left[ E \text{Tr}((Z^T Z)^3) > \epsilon \right] \leq P \left[ \left| \text{Tr}((Z^T Z)^3) \right| > n^2 \epsilon \right] \leq \frac{\text{Var} \left( \text{Tr}((Z^T Z)^3) \right)}{n^2 \epsilon^2 - (\mathbb{E} \text{Tr}((Z^T Z)^3))^2} = O \left( \frac{p^6}{n^2} \right) = o(1).
\]
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It follows that

\[
P \left( \frac{p^3}{2n} + \sum_{j=1}^{p} f(A_j) > \epsilon \right) \\
\leq P[\Omega_p] + P \left( \frac{2p+1}{2n} \left| \text{Tr}(Z^T Z) - \mathbb{E} \text{Tr}(Z^T Z) \right| > \frac{\epsilon}{3} \right) \\
+ P \left( \frac{n-2p-1}{4n} \left| \text{Tr}((Z^T Z)^2) - \mathbb{E} \text{Tr}((Z^T Z)^2) \right| > \frac{\epsilon}{3} \right) + P \left| \mathbb{E} \text{Tr}((Z^T Z)^3) \right| > \frac{\epsilon}{3}.
\]

which tends to zero as \( n \to \infty \).

□

To summarize: \( d_{TV}(\sqrt{n}U_n(p), Z_p) \to 0 \) as \( n \to \infty \) if and only if the random variable \( R_n := \frac{\delta_n(Z)}{\phi_p(Z)} \) tends to 1 in expectation; we have shown that \( R_n \) tends to 1 in probability. Note that in fact \( \mathbb{E} R_n = \int g_n(p, z) \phi(p, z) \phi(p, z) dz = 1 \) for every \( n \).

Now, \( \mathbb{E} |R_n - 1| = \mathbb{E} |R_n - 1| \mathbb{I}_{|R_n - 1| \geq \delta} + |R_n - 1| \mathbb{I}_{|R_n - 1| < \delta} \leq \delta + \mathbb{E} |R_n - 1| \mathbb{I}_{|R_n - 1| < \delta} \leq \delta + \mathbb{E} [(R_n + 1) \mathbb{I}_{|R_n - 1| < \delta}] \), and so it suffices to show that for \( \delta > 0 \) fixed, \( \mathbb{E} |R_n \mathbb{I}_{|R_n - 1| \geq \delta} | \to 0 \) as \( n \to \infty \).

Suppose not; i.e., that there is a subsequence \( R_{n_k} \) such that \( \mathbb{E} R_{n_k} \mathbb{I}_{|R_{n_k} - 1| \geq \delta} \geq \epsilon > 0 \) for all \( k \). Since \( R_{n_k} \) does converge to 1 in probability, there is a further subsequence \( R_{n_{k_0}} \) which converges to 1 almost surely. But since \( \mathbb{E} R_{n_{k_0}} = 1 \),

\[
\mathbb{E} R_{n_{k_0}} \mathbb{I}_{|R_{n_{k_0}} - 1| \geq \delta} = 1 - \mathbb{E} R_{n_{k_0}} \mathbb{I}_{1-\delta < R_{n_{k_0}} < 1+\delta},
\]

which tends to 0 by the dominated convergence theorem, in contradiction to the assumption. We may thus conclude that \( \mathbb{E} |R_n - 1| \to 0 \) as \( n \to \infty \), completing the proof of Theorem 2.16.

In probability

As discussed in Section 2.1, if the notion of approximation is relaxed from the very strong total variation distance all the way to an in-probability type of approximation, it is possible to approximate many more entries of a random orthogonal matrix by i.i.d. Gaussian random variables. The basic idea is to exploit the Gauss–Gram–Schmidt construction of Haar measure described in Chapter 1, and to show that, in the sense of Theorem 2.10, the Gram–Schmidt process does not change the distribution of the entries of the Gaussian random matrix very much. This is intuitively quite reasonable: when performing the Gram–Schmidt process on the \( k + 1 \)st column of the random matrix, the first
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step is to subtract the projection of that column onto the span of the first \( k \) columns. The original column is a Gaussian random vector whose length is typically about \( \sqrt{n} \), and whose projection onto a \( k \)-dimensional subspace typically has length about \( \sqrt{k} \), so that if \( k \) is not too close to \( n \), the subtraction makes little difference. The next step is to normalize the column; since the length of a Gaussian vector is typically quite close to its mean, this normalization should not be too different from just dividing by the deterministic quantity \( \sqrt{n} \).

In this section, we will give the proof of the “if” part of Theorem 2.10 only; that is, we will show that it is possible to approximate the entries of the first \( o \left( \frac{n \log(n)}{\sqrt{n}} \right) \) columns of a random orthogonal matrix, in probability, by independent Gaussians.

Recall the setting of Theorem 2.10:

\[
Y_n = [y_{ij}]_{i,j=1}^n \text{ is a matrix of i.i.d. standard Gaussian random variables and } \Gamma_n = [\gamma_{ij}]_{i,j=1}^n \text{ is the matrix obtained by performing the Gram–Schmidt process on } Y_n.
\]

The random variable \( \epsilon_n(m) \) is defined by

\[
\epsilon_n(m) = \max_{1 \leq i \leq n} \max_{1 \leq j \leq m} |\sqrt{n}y_{ij} - y_{ij}|,
\]

and Theorem 2.10 is the statement that \( \epsilon_n(m) \) tends to zero in probability if and only if \( m = o \left( \frac{n \log(n)}{\sqrt{n}} \right) \).

The bulk of the proof of Theorem 2.10 is contained in the following tail inequality for \( \epsilon_n(m) \).

**Proposition 2.19** Suppose that \( r \in \left( 0, \frac{1}{2} \right) \), \( s, t > 0 \), and \( m \leq \frac{n^2}{2} \). Then

\[
\Pr [\epsilon_n(m) \geq r(s + t) + t] \leq 2me^{-\frac{s^2}{8}} + \frac{nm}{s} \sqrt{\frac{2}{\pi}} e^{-\frac{s^2}{2}} + mne^s \left( e^{\frac{s^2}{2}} \right)^{-\frac{s}{2}} + mne^s e^{-\frac{w^2}{2}}.
\]

Assuming the Proposition, let \( t > 0 \) be fixed and take

\[
r = \frac{1}{\log(n)}, \quad s = (\log(n))^{3/4}, \quad \tilde{m}_n = \left\lfloor \frac{\delta n}{\log(n)} \right\rfloor,
\]

with \( \delta = \min \left\{ 1, \frac{t}{2\tilde{m}_n} \right\} \). Then for \( n \) large enough, \( r(s + t) + t < 2t \), and so for any \( m_n = o \left( \frac{n}{\log(n)} \right) \)

\[
\Pr [\epsilon_n(m_n) \geq 2t] \leq \Pr [\epsilon_n(\tilde{m}_n) \geq 2t]
\]

\[
\leq 4 \left( \frac{n}{\log(n)} \right) e^{-\frac{s^2}{8\log(n)}} + \frac{2n^2}{\log(n)} e^{-\frac{s^2}{2}} + \frac{2e^s n^2}{\log(n)} \left( e^{\frac{s^2}{2}} \right)^{-\frac{s}{2}} + e^s n^2 e^{-3 \log(n)},
\]
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which tends to zero as $n$ tends to infinity.

Proof of Proposition 2.19 We begin by introducing a bit more notation. Let $y_j$ denote the $j$th column of $Y_n$, and let $\gamma_j$ denote the $j$th column of $\Gamma_n$. Given $\gamma_1, \ldots, \gamma_{j-1}$, let

$$w_j := y_j - \Delta_j \quad \Delta_j := \sum_{k=1}^{j-1} \gamma_k \gamma_k^T y_j,$$

so that $\gamma_j = w_j \frac{1}{\|w_j\|}$. For convenience, take $\Delta_1 = 0$. Finally, let

$$L_j := \sqrt{n} \frac{\|w_j\| - 1}{\|w_j\|}.$$

Now observe that

$$\epsilon_n(m) = \max_{1 \leq j \leq m} \left\| \sqrt{n} \gamma_j - y_j \right\|_\infty$$

$$= \max_{1 \leq j \leq m} \left\| \frac{\sqrt{n} w_j}{\|w_j\|} - y_j \right\|_\infty$$

$$= \max_{1 \leq j \leq m} \left\| \left( \frac{\sqrt{n}}{\|w_j\|} - 1 \right) (y_j - \Delta_j) - \Delta_j \right\|_\infty$$

$$\leq \left( \max_{1 \leq j \leq m} L_j \right) \left( \max_{1 \leq j \leq m} \|y_j\|_\infty + \max_{1 \leq j \leq m} \|\Delta_j\|_\infty \right) + \max_{1 \leq j \leq m} \|\Delta_j\|_\infty.$$

It follows that

$$P(\epsilon_n(m) \geq r(s + t) + t)$$

$$\leq P \left( \max_{1 \leq j \leq m} L_j \geq r \right) + P \left( \max_{1 \leq j \leq m} \|y_j\|_\infty \geq s \right) + P \left( \max_{1 \leq j \leq m} \|\Delta_j\|_\infty \geq t \right).$$

(2.11)

To estimate the first term,

$$P(\max_{1 \leq j \leq m} L_j \geq r) \leq m \max_{1 \leq j \leq m} P[L_j \geq r]$$

$$= m \max_{1 \leq j \leq m} P \left( \frac{\sqrt{n}}{\|w_j\|} - 1 \geq r \right)$$

$$= m \max_{1 \leq j \leq m} \left( P \left( \frac{\sqrt{n}}{\|w_j\|} \leq 1 - r \right) + P \left( \frac{\sqrt{n}}{\|w_j\|} \geq 1 + r \right) \right).$$
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On $(0, \frac{1}{4})$, \( \frac{1}{r(1-r)} \geq 1 + 2r \), and so for each \( j \),

\[
P \left( \frac{\sqrt{n}}{\|w_j\|} \leq 1 - r \right) = P \left( \frac{\|w_j\|^2}{n} \geq \frac{1}{(1-r)^2} \right) \leq P \left( \frac{\|w_j\|^2}{n} \geq 1 + 2r \right).
\]

Since \( w_j \) is a projection of the standard Gaussian vector \( y_j \), \( \|w_j\| \leq y_j \), and so

\[
P \left( \frac{\|w_j\|^2}{n} \geq 1 + 2r \right) \leq P \left( \frac{\|y_j\|^2}{n} \geq 1 + 2r \right)
= P \left( y_1^2 + \cdots + y_n^2 \geq n(1 + 2r) \right) \leq e^{-\lambda n(1 + 2r)} \left( \mathbb{E}[\exp(\lambda Z^2)] \right)^n
\]

for any \( \lambda > 0 \), where \( Z \) is a standard Gaussian random variable. The final quantity on the right is given by

\[
\left( \mathbb{E}[\exp(\lambda Z^2)] \right)^n = \frac{1}{(1 - 2\lambda)^n}.
\]

Taking \( \lambda = \frac{1}{2} - \frac{1}{2(n-j+1)} \) then gives that

\[
P \left( \frac{\|w_j\|^2}{n} \geq 1 + 2r \right) \leq \exp \left( -n \left( r - \frac{1}{2} - \log \left( \frac{1 + 2r}{2} \right) \right) \right) \leq e^{\frac{\lambda}{n}}
\]

for \( r \in (0, \frac{1}{4}) \).

Consider next

\[
P \left( \frac{\sqrt{n}}{\|w_j\|} \geq 1 + r \right) = P \left( \frac{\|w_j\|^2}{n} \leq \frac{1}{(1+r)^2} \right) \leq P \left( \frac{\|w_j\|^2}{n} \leq 1 - r \right),
\]

since \( \frac{1}{1+r} \leq 1 - r \) for \( r \in (0, \frac{1}{2}) \).

Recall that \( w_j \) is the orthogonal projection of \( y_j \) onto \( \langle \gamma_1, \ldots, \gamma_{j-1} \rangle \); conditional on \( (y_1, \ldots, y_{j-1}) \), \( w_j \) is a standard Gaussian random vector in the \((n-j+1)\)-dimensional subspace \( \langle \gamma_1, \ldots, \gamma_{j-1} \rangle \) \( \subseteq \mathbb{R}^n \). It follows that

\[
\|w_j\|^2 \overset{d}{=} Z_1^2 + \cdots + Z_{n-j+1}^2,
\]

where the \( Z_i \) are i.i.d. standard Gaussian random variables. Now proceeding
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similarly to the argument above, for \(1 \leq j \leq m\), and any \(\lambda > 0\),

\[
\mathbb{P}\left[\frac{\|w_j\|^2}{n} \leq 1 - r\right] = \mathbb{P}\left[Z_1^2 + \cdots + Z_{n-j+1}^2 \leq n(1 - r)\right]
\leq \mathbb{P}\left[Z_1^2 + \cdots + Z_{n-m}^2 \leq n(1 - r)\right]
= e^{\lambda(1-r)} \left(\frac{1}{\sqrt{1 + 2\lambda}}\right)^{n-m}
= e^{\lambda(1-r)}\left(\frac{1}{\sqrt{1 + 2\lambda}}\right)^n
\]

Taking \(\lambda = \frac{n-m}{2m(1-r)} - \frac{1}{2}\) gives that

\[
\mathbb{P}\left[\frac{\|w_j\|^2}{n} \leq 1 - r\right] \leq \exp\left(\frac{nr}{2} - \frac{m - \frac{n-m}{2} \log\left(\frac{n-m}{n(1-r)}\right)}{2}\right),
\]

and for \(r \in \left(0, \frac{1}{2}\right)\) and \(m \leq \frac{n}{2}\), this last expression is bounded by \(e^{-\frac{nr^2}{2}}\) as well.

Together then, we have that

\[
\mathbb{P}\left[\max_{1 \leq j \leq m} L_j \geq r\right] \leq 2me^{-\frac{nr^2}{2}}. \tag{2.12}
\]

The second term in \((2.11)\) is almost trivial: since the \(y_j\) are i.i.d. Gaussian vectors in \(\mathbb{R}^n\), if \(Z\) is a standard Gaussian random variable, then

\[
\mathbb{P}\left[\max_{1 \leq j \leq m} \|y_j\|_\infty \geq s\right] \leq nm \mathbb{P}[|Z| \geq s] \leq \frac{nm}{s} \sqrt{\frac{2}{\pi}} e^{-\frac{s^2}{2}}. \tag{2.13}
\]

Finally, consider the random variable \(\Delta_j = P_{j-1}y_j\), where \(P_j = \sum_{k=1}^{j-1} \gamma_k \gamma_k^T\) is the matrix of orthogonal projection onto \(\langle \gamma_1, \ldots, \gamma_{j-1} \rangle\). Since \(P_j\) depends only on \(y_1, \ldots, y_{j-1}\), \(P_j\) and \(y_j\) are independent. Moreover, by the Gauss–Gram–Schmidt construction of Haar measure, \(\langle \gamma_1, \ldots, \gamma_{j-1} \rangle\) are distributed as the first \(j - 1\) columns of a Haar-distributed random matrix, and so

\[
P_j \overset{d}{=} U(I_{j-1} \oplus O_{n-j+1})U^T,
\]

where \(U\) is distributed according to Haar measure on \(O(n)\) and is independent of \(y_j\). Using the independence together with the rotation invariance of the
distribution of \( y_j \), it follows that

\[
P_j y_j \overset{d}{=} U \begin{bmatrix} Z_1 \\ \vdots \\ Z_j-1 \\ 0 \\ \vdots \\ 0 \end{bmatrix} =: U z_j,
\]

where \( Z_1, \ldots, Z_{j-1} \) are i.i.d. Gaussian random variables, independent of \( U \).

Conditioning now on the \( Z_i \), let \( R_i \in O(n) \) be such that

\[
R_i z_j = (Z_2^1 + \cdots + Z_{j-1}^2) e_1;
\]

it follows by the rotational invariance of Haar measure that, conditional on the \( Z_i \),

\[
U z_j \overset{d}{=} U R_i z_j = (Z_2^1 + \cdots + Z_{j-1}^2) u_1.
\]

It thus follows that for each \( j \in \{2, \ldots, m\} \),

\[
P \left[ \left\| \Delta_j \right\|_{\infty} \geq t \right] = P \left[ \left\| \theta \right\|_{\infty} \geq \frac{t}{\sqrt{Z_2^1 + \cdots + Z_{j-1}^2}} \right],
\]

where \( \theta \) is uniformly distributed on the unit sphere \( \mathbb{S}^{n-1} \subseteq \mathbb{R}^n \). Lévy’s lemma (see Section 5.1) gives that for a single coordinate \( \theta_k \) of a uniform random vector on \( \mathbb{S}^{n-1} \),

\[
P[|\theta_k| > t] \leq e^{\pi - \frac{nt^2}{4}}.
\]

Conditioning on the \( Z_i \), Lévy’s lemma thus gives that

\[
P \left[ \max_{1 \leq j \leq m} \left\| \Delta_j \right\|_{\infty} \geq t \right] \leq nm E \left[ \frac{t}{\sqrt{Z_2^1 + \cdots + Z_m^2}} \left| Z_1, \ldots, Z_m \right| \right]
\]

\[
\leq nm \exp \left\{ -\frac{nt^2}{4 \sum_{k=1}^{m} Z_k^2} \right\}.
\]

Estimating as above,

\[
P \left[ \sum_{k=1}^{m} Z_k^2 \geq x_0 \right] \leq \exp \left\{ \frac{m}{2} - \frac{x_0}{2} - \frac{m}{2} \log \left( \frac{m}{x_0} \right) \right\}
\]

for \( x_0 > m \), and so

\[
E \left[ \exp \left\{ -\frac{nt^2}{4 \sum_{k=1}^{m} Z_k^2} \right\} \right] \leq e^{-\frac{n t^2}{4 \sum_{k=1}^{m} Z_k^2}} + \exp \left\{ \frac{m}{2} - \frac{x_0}{2} - \frac{m}{2} \log \left( \frac{m}{x_0} \right) \right\}.
\]
and choosing $x_0 = 2m$ gives that

$$nme^{\pi}\mathbb{E}\left[\exp\left(-\frac{\pi^2}{4\sum_{k=1}^{m}Z_k^2}\right)\right] \leq nme^{-\pi^2} + nm\exp\left\{\pi - \frac{m}{2}(1 - \log(2))\right\}.$$

This completes the proof of the Proposition.

\[\Box\]

### 2.4 Arbitrary projections

A deficiency of Theorem 2.9 is that it applies only to entries in a principal submatrix of $U$. Thus one may conclude that $o(n)$ entries of $U$ can be simultaneously approximated in total variation by i.i.d. Gaussian random variables, if those entries are those of a $p \times q$ principal submatrix with $pq = o(n)$; the original question assumed no such restriction, and indeed, the fact that Haar measure is invariant under multiplication by any orthogonal matrix suggests that this restriction is too strong. The following result overcomes this difficulty, but in the weaker $L_1$ Kantorovich metric.

**Theorem 2.20 (Chatterjee–Meckes)** Let $U \in O(n)$ be distributed according to Haar measure, and let $A_1, \ldots, A_k$ be $n \times n$ matrices over $\mathbb{R}$ satisfying $\text{Tr}(A_i A_j^T) = n\delta_{ij}$; that is, $\left\{\frac{1}{\sqrt{n}}A_i\right\}_{1 \leq i \leq k}$ is orthonormal with respect to the Hilbert–Schmidt inner product. Define the random vector $X$ by

$$X := (\text{Tr}(A_1 U), \text{Tr}(A_2 U), \ldots, \text{Tr}(A_k U))$$

in $\mathbb{R}^k$, and let $Z = (Z_1, \ldots, Z_k)$ be a random vector whose components are independent standard normal random variables. Then for $n \geq 2$, $W_1(X, Z) \leq \sqrt{\frac{2k}{n-1}}$.

In particular, if $E_{ij}$ denotes the matrix with 1 as the $i$-jth entry and zeroes elsewhere, then choosing the $A_i$ to be $\left\{\sqrt{n}E_{ij}\right\}$ for some collection of pairs $(i, j)$ gives that any collection of $o(n)$ entries of $U$ can be simultaneously approximated (in $W_1$) by i.i.d. Gaussians. However, the theorem is more general: it may be that all of the entries of $U$ appear in $\text{Tr}(A_i U)$, for some or all $i$. Indeed, the general form of the vector $X$ above is that of a projection of a random element of $O(n)$ onto a subspace of $M_k(\mathbb{R})$ of rank $k$. A Gaussian distribution on $M_k(\mathbb{R})$ has the property that all of its projections onto lower-dimensional subspaces are also Gaussian; the theorem above can thus be seen as a coordinate-
free comparison between the Haar measure on $\mathbb{O}(n)$ and standard Gaussian measure on $M_n(\mathbb{R})$.

The proof of Theorem 2.20 makes use of the following framework for proving multivariate central limit theorems, which is a version of Stein’s method of exchangeable pairs. For a proof of the theorem and further discussion, see [18].

**Theorem 2.21** Let $X$ be a random vector in $\mathbb{R}^k$ and for each $\epsilon > 0$ let $X_\epsilon$ be a random vector such that

$$\lim_{\epsilon \to 0} X_\epsilon = X$$

almost surely. Let $Z$ be a standard normal random vector in $\mathbb{R}^k$. Suppose there are deterministic $\lambda(\epsilon)$ and $\sigma^2 > 0$, and a random matrix $F$ such that the following conditions hold.

1. \[\frac{1}{\lambda(\epsilon)} \mathbb{E} \left[ (X_\epsilon - X) | X \right] \xrightarrow{L_1} -X.\]
2. \[\frac{1}{2\lambda(\epsilon)} \mathbb{E} \left[ (X_\epsilon - X)(X_\epsilon - X)^T | X \right] \xrightarrow{L_1} \sigma^2 I_k + \mathbb{E} \left[ F | X \right].\]
3. For each $\rho > 0$,

$$\lim_{\epsilon \to 0} \frac{1}{\lambda(\epsilon)} \mathbb{E} \left[ |X_\epsilon - X|^2 \mathbb{I}_{\{ |X_\epsilon - X| \geq \rho \}} \right] = 0.$$

Then

$$W_1(X, \sigma Z) \leq \frac{1}{\sigma} \mathbb{E} \|F\|_{HS}. \quad (2.14)$$

The idea of the theorem is the following. Suppose that the random vector $X$ has “continuous symmetries” which allow one to make a small (parametrized by $\epsilon$) random change to $X$ which preserves its distribution. If $X$ were exactly Gaussian and this small random change could be made so that $(X, X_\epsilon)$ were jointly Gaussian, then we would have (for some parametrization of the size of the change) that $X_\epsilon \overset{d}{=} \sqrt{1 - \epsilon^2} X + \epsilon Y$ for $X$ and $Y$ independent. The conditions of the theorem are approximate versions of what happens, up to third order, in this jointly Gaussian case.

The other technical tool needed for the proof of Theorem 2.20 is the following lemma, which gives formulae for the fourth-order mixed moments of entries of a random orthogonal matrix. The proof uses the same ideas as those in Example 2.1 and is a good exercise in symmetry exploitation and tedious calculation.
Lemma 2.22 If $U = [u_{ij}]_{i,j=1}^n$ is an orthogonal matrix distributed according to Haar measure, then $E \left[ \prod_{i,j} u_{ij} \right]$ is non-zero if and only if the number of entries from each row and from each column is even. The fourth-degree mixed moments are as follows: for all $i, j, r, s, \alpha, \beta, \lambda, \mu$,

$$
E \left[ u_{ij} u_{rs} u_{\alpha\beta} u_{\lambda\mu} \right] = - \frac{1}{n(n+2)} \left[ \delta_{ir} \delta_{\alpha\lambda} \delta_{js} \delta_{\beta\mu} + \delta_{ir} \delta_{\alpha\lambda} \delta_{j\beta} \delta_{s\mu} + \delta_{i\alpha} \delta_{r\lambda} \delta_{j\beta} \delta_{s\mu} + \delta_{i\alpha} \delta_{r\lambda} \delta_{js} \delta_{\beta\mu} \right] + \frac{n+1}{n(n+2)} \left[ \delta_{ir} \delta_{\alpha\lambda} \delta_{j\beta} \delta_{s\mu} + \delta_{i\alpha} \delta_{r\lambda} \delta_{j\beta} \delta_{s\mu} + \delta_{i\alpha} \delta_{r\lambda} \delta_{js} \delta_{\beta\mu} \right].
$$

(2.15)

Proof of Theorem 2.20 We begin by constructing an exchangeable pair $(U, U_\epsilon)$ of random orthogonal matrices. Let $U$ be a Haar-distributed element of $O(n)$, and let $A_\epsilon$ be the rotation $A_\epsilon = \begin{bmatrix} \sqrt{1-\epsilon^2} & \epsilon \\ -\epsilon & \sqrt{1-\epsilon^2} \end{bmatrix} \oplus I_{n-2} = I_n + \begin{bmatrix} -\frac{\epsilon^2}{2} + \delta & \epsilon \\ -\epsilon & -\frac{\epsilon^2}{2} + \delta \end{bmatrix} \oplus 0_{n-2},$

where $\delta = O(\epsilon^4).$ Let $V$ be Haar-distributed in $O(n)$, independent of $U$, and define $U_\epsilon = VA_\epsilon V^TU.$ That is, $U_\epsilon$ is a translation of $U$ within $O(n)$ by a rotation of size $\arcsin(\epsilon)$ in a random two-dimensional subspace of $\mathbb{R}^n$, and in particular, it follows from the translation-invariance of Haar measure that $U_\epsilon \overset{d}{=} U.$ Finally, let $X_\epsilon = (\text{Tr}(A_1 U_\epsilon), \ldots, \text{Tr}(A_k U_\epsilon)).$

Let $K$ denote the first two columns of $V$ and $C_2 = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}.$

Then

$$
U_\epsilon - U = \begin{bmatrix} -\frac{\epsilon^2}{2} + O(\epsilon^4) \end{bmatrix} KK^T + \epsilon Q U,
$$

(2.16)

where $Q = KC_2K^T.$ The entries of the matrices $KK^T$ and $Q$ are

$$(KK^T)_{ij} = u_{i1}u_{j1} + u_{i2}u_{j2}, \quad (Q)_{ij} = u_{i1}u_{j2} - u_{i2}u_{j1}.$$
It then follows from Example 2.1 and Lemma 2.22 that
\[ E[KK^T] = \frac{2}{n} I_n \quad E[Q] = 0, \]
thus
\[
\lim_{\epsilon \to 0} \frac{n}{2\epsilon^2} E[(X_e - X)] | U | = \lim_{\epsilon \to 0} \frac{n}{2\epsilon^2} E \left[ \operatorname{Tr}(A_i(U_e - U)) | U | \right] \\
= \lim_{\epsilon \to 0} \frac{n}{\epsilon^2} \left[ -\frac{\epsilon^2}{2} + O(\epsilon^4) \right] E \left[ \operatorname{Tr}(A_i KK^T U) | U | + \epsilon E \left[ \operatorname{Tr}(A_i QU) | U | \right] \right] \\
= -X.
\]
Condition 1. of Theorem 2.21 is thus satisfied with \( \lambda(\epsilon) = \frac{\epsilon^2}{n} \). Condition 3. is immediate from the fact that \( \frac{(X_e - X^2)}{\lambda(\epsilon)} \) is bounded independent of \( \epsilon \) and \( X_e \) converges pointwise to \( X \).

The random matrix \( F \) of condition 2. is computed as follows. For notational convenience, write \( A_i = A = (a_{pq}) \), \( A_j = B = (b_{\alpha \beta}) \), and \( U = (u_{ij}) \). By (2.16),
\[
\lim_{\epsilon \to 0} \frac{n}{2\epsilon^2} E \left[ (X_e - X)(X_e - X) | U | \right] = \frac{n}{2} E \left[ \operatorname{Tr}(AQU) \operatorname{Tr}(BQU) | U | \right] \\
= \frac{n}{2} E \left[ \sum_{p,q,r,\alpha,\beta} a_{pq} b_{\alpha \beta} u_{rp} u_{\alpha q} q_{rp} q_{\beta} | U | \right] \\
= \frac{n}{2} E \left[ \sum_{p, q, r, \alpha, \beta} a_{pq} b_{\alpha \beta} u_{rp} u_{\alpha q} \left( \frac{2}{n(n - 1)} \right) (\delta_{\alpha \beta} \delta_{r \gamma} - \delta_{\alpha \gamma} \delta_{r \beta}) \right] = \frac{1}{(n - 1)} E \left[ \langle UA, UB \rangle_{H.S.} - \operatorname{Tr}(AUBU) \right] \\
= \frac{1}{(n - 1)} E \left[ \langle A, B \rangle_{H.S.} - \operatorname{Tr}(UAUB) \right] \\
= \frac{1}{(n - 1)} \left[ n \delta_{ij} - \operatorname{Tr}(UAUB) \right].
\]
Thus
\[
F = \frac{1}{(n - 1)} E \left[ \delta_{ij} - \operatorname{Tr}(A_i UA_j U) \right]_{i,j=1}^k | X |.
\]

Claim: If \( n \geq 2 \), then \( E \left[ \operatorname{Tr}(A_i UA_j U) - \delta_{ij} \right]^2 \leq 2 \) for all \( i \) and \( j \).
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With the claim, for \( n \geq 2 \),
\[
\mathbb{E}\|F\|_{H.S.} \leq \sqrt{\mathbb{E}\|F\|^2_{H.S.}} \leq \frac{\sqrt{k}}{n - 1},
\]
thus completing the proof.

To prove the claim, first observe that Lemma 2.22 implies
\[
\mathbb{E}[\text{Tr}(A_i UA_j U)] = \frac{1}{n} \langle A_i, A_j \rangle = \delta_{ij}.
\]
Again writing \( A_i = A \) and \( A_j = B \), applying Lemma 2.22 yields
\[
\mathbb{E}\left[ \text{Tr}(AUBU) \right]^2
\]
\[
= \mathbb{E}\left[ \sum_{i,j,k,l,m} a_{ij}a_{kl}b_{ij}b_{kl}r_{ik}r_{jl}u_{ij}u_{kl} \right]
\]
\[
= -\frac{2}{(n - 1)n(n + 2)} \left[ \text{Tr}(A^TAB^T B) + \text{Tr}(AB^T AB^T) + \text{Tr}(AA^T BB^T) \right]
\]
\[
+ \frac{n + 1}{(n - 1)n(n + 2)} \left[ 2 \langle A, B \rangle_{H.S.} + \|A\|_{H.S.}^2 \|B\|_{H.S.}^2 \right].
\]
Since the Hilbert–Schmidt norm is submultiplicative,
\[
\text{Tr}(A^TAB^T B) \leq \|A^T A\|_{H.S.} \|B^T B\|_{H.S.} \leq \|A\|_{H.S.}^2 \|B\|_{H.S.}^2 = n^2,
\]
and the other two summands of the first line are bounded by \( n^2 \) in the same way. Also,
\[
2 \langle A, B \rangle_{H.S.} + \|A\|_{H.S.}^2 \|B\|_{H.S.}^2 = n^2(1 + 2\delta_{ij}),
\]
Thus
\[
\mathbb{E}\left[ \text{Tr}(A_i UA_j U) - \delta_{ij} \right]^2 \leq \frac{-6n^2 + (n + 1)n^2(1 + 2\delta_{ij}) - (n - 1)n(n + 2)\delta_{ij}}{(n - 1)n(n + 2)} \leq 2.
\]
\( \square \)

The following is the analog of Theorem 2.20 for the unitary group; the proof is essentially the same, using the unitary analog of Lemma 2.22.

**Theorem 2.23** (Chatterjee–Meckes) Let \( U \in \mathbb{U}(n) \) be distributed according to Haar measure, and let \( A_1, \ldots, A_k \) be \( n \times n \) matrices over \( \mathbb{C} \) satisfying \( \text{Tr}(A_iA_j^*) = n\delta_{ij} \). Define the random vector \( X \) by
\[
X := (\text{Tr}(A_1U), \text{Tr}(A_2U), \ldots, \text{Tr}(A_kU))
\]
in \( \mathbb{R}^k \), and let \( Z = (Z_1, \ldots, Z_k) \) be a random vector whose components are
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independent standard complex normal random variables. There is a constant $c$, independent of $n$, such that

$$W_1(X,Z) \leq \frac{ck}{n}.$$  

**Remark:** The constant is asymptotically given by $\sqrt{2}$; for $n \geq 4$, it can be taken to be 3.

**Notes and References**

The paper [35] gives an extensive history of Borel’s lemma. For thorough discussions of metrics on probability measures, their relationships, and terminology, see the books by Dudley [39] or Villani [104].

Section 2.2 follows the derivation of the density of a submatrix given in Eaton [41]. For more on Wishart matrices, see Muirhead’s book [87], and for notation, alternate definitions, and generalizations of the matrix-variate beta distribution, see [29].

The univariate version of Theorem 2.20, namely a central limit theorem for $\text{Tr}(AU)$ where $A$ is a fixed matrix and $U$ is Haar-distributed on $O(n)$, was first proved by d’Aristotile–Diaconis–Newman [27] as a step in proving the following.

**Theorem 2.24** (d’Aristotile–Diaconis–Newman) Let $U$ be a Haar-distributed matrix in $O(n)$. Let $\{\beta_1, \ldots, \beta_{kn}\}$ be a subset of the entries of $U$, ordered lexicographically. For $\ell \in \{1, \ldots, kn\}$ and $t \in [0, 1]$, let

$$S_{(n)}^{(\ell)} = \sqrt{\frac{n}{kn}} \sum_{j=1}^{\ell} \beta_j, \quad X_n(t) = S_{(n)}^{(kn t)}.$$  

If $kn \nearrow \infty$, then $X_n \Rightarrow W$, a standard Brownian motion, as $n \to \infty$.

Other approaches to the univariate case appeared in [77] and [65]. An alternative approach to weak convergence in the multivariate case was given in [22].

The idea of using Stein’s method together with infinitesimal random rotations was first used by Stein in [98] to get fast rates of convergence to a Gaussian distribution for $\text{Tr}(U^k)$, for $k \in \mathbb{N}$ fixed and $U$ distributed according to Haar measure on $O(n)$. Slightly better bounds were obtained simultaneously by Johansson [61], and so Stein’s argument remained a hidden gem for several years (it can now be found online in the Stanford statistics department’s repository of technical reports).
Lemma 2.22 gives a formula for computing mixed moments up to order four of entries of a random orthogonal matrix by exploiting the symmetries of Haar measure; the analog for the unitary group can be found in [18]. A systematic approach called the Weingarten calculus for computing moments of all orders was developed by B. Collins [20] in the unitary case and extended to all the classical compact groups by Collins and Śniady [21]. This approach makes heavy use of the representation theory of the classical groups, in particular exploiting Schur–Weyl duality and its analogs, and was the basis for the approach to weak convergence of \( \mathbb{R}^k \)-valued linear functions on the groups given in [22].
3

Eigenvalue distributions: exact formulas

3.1 The Weyl integration formula

Suppose $U$ is a Haar-distributed random matrix. Then $U$ has eigenvalues, all of which lie on the unit circle $S^1 \subseteq \mathbb{C}$. Since $U$ is random, its set of eigenvalues is a random point process; that is, it is a collection of $n$ random points on $S^1$. The eigenvalue process of a Haar-distributed random matrix has many remarkable properties, the first of which is that there is an explicit formula (due to H. Weyl) for its density. The situation is simplest for random unitary matrices.

**Theorem 3.1** (Weyl integration formula on $U(n)$) The unordered eigenvalues of an $n \times n$ random unitary matrix have eigenvalue density

$$\frac{1}{n!(2\pi)^n} \prod_{1 \leq j < k \leq n} |e^{i\theta_j} - e^{i\theta_k}|^2,$$

with respect to $d\theta_1 \cdots d\theta_n$ on $[0, 2\pi)^n$. That is, for any $g : U(n) \to \mathbb{R}$ with

$$g(U) = g(UV^*)$$

for any $U, V \in U(n)$,

(i.e., $g$ is a class function), if $U$ is Haar-distributed on $U(n)$, then

$$\mathbb{E}g(U) = \frac{1}{n!(2\pi)^n} \int_{[0, 2\pi)^n} \tilde{g}(\theta_1, \ldots, \theta_n) \prod_{1 \leq j < k \leq n} |e^{i\theta_j} - e^{i\theta_k}|^2 d\theta_1 \cdots d\theta_n,$$

where $\tilde{g} : [0, 2\pi)^n \to \mathbb{R}$ is the (necessarily symmetric) expression of $g(U)$ as a function of the eigenvalues of $U$.

The proof of the Weyl integration formula makes heavy use of the Lie group structure of $U(n)$. In this section, we attempt to give a reasonably accessible treatment of the integration formula, stating some background results without proof and glossing over some details; see the end-of-chapter notes for further references.
3.1 The Weyl integration formula

As a preliminary, we state the following Fubini-like theorem in the Lie group context. Recall that if \( G \) is a group and \( H \subseteq G \) is a subgroup, then the quotient \( G/H \) is the set of all cosets \( gH \), where \( g \in G \). If \( G \) is a locally compact Lie group and \( H \) is a closed subgroup, then \( G/H \) can be endowed with the quotient topology, which makes \( G/H \) into a locally compact Hausdorff space. Recall also from Section 1.1 that every compact Lie group has a Haar measure; that is, a (unique) probability measure invariant under both left and right translations.

**Proposition 3.2** Let \( G \) be a compact Lie group and let \( H \) be a closed subgroup; let \( \mu_G \) and \( \mu_H \) denote the Haar measures on \( G \) and \( H \), respectively. There exists a regular Borel measure \( \mu_{G/H} \) on \( G/H \) which is invariant under left-translation by elements of \( G \), and which may be normalized such that for any continuous \( \varphi : G \to \mathbb{R} \),

\[
\int_G \varphi(g) d\mu_G(g) = \int_{G/H} \int_H \varphi(gh) d\mu_H(h) d\mu_{G/H}(gH).
\](3.1)

Observe that we have implicitly used the fact that \( gH \mapsto \int_H \varphi(gh) d\mu_H(h) \) is well-defined, which follows from the translation invariance of \( \mu_H \): for any \( h \in H \),

\[
\int_H \varphi(gh) d\mu_H(h) = \int_H \varphi(gh) d\mu_H(h).
\]

**Corollary 3.3** Let \( G \) and \( H \) be as above, and suppose that \( \varphi : G \to \mathbb{R} \) is constant on cosets; i.e., \( \varphi(g_1) = \varphi(g_2) \) for all \( g_1, g_2 \) such that \( g_1 = g_2h \) for some \( h \in H \). Then

\[
\int_G \varphi(g) d\mu_G(g) = \int_{G/H} \varphi(g) d\mu_{G/H}(gH),
\]

where the integrand \( \varphi(g) \) on the right-hand side is the common value of \( \varphi \) on the coset \( gH \).

**Proof** For all \( h \in H \), \( \varphi(gh) = \varphi(g) \) since \( \varphi \) is constant on cosets, and so the inner integrand on the right-hand side of (3.1) is constant, and \( \mu_H \) was chosen to be a probability measure. \qed

The central idea of the proof of the Weyl integration formula is the following.

**Lemma 3.4** Let \( T \subseteq U(n) \) denote the diagonal elements of \( U(n) \), and let \( T' \subseteq T \) denote those elements of \( T \) with distinct diagonal entries. Let \( U(n)' \subseteq U(n) \) denote the \( n \times n \) unitary matrices with distinct eigenvalues. Then the map

\[
\psi : (U(n)/T) \times T' \to U(n)'
\]

\[(UT, \Theta) \mapsto U\Theta U^{-1} \]
is a well-defined \(n!\)-to-1 mapping onto \(\mathbb{U}(n)\) with everywhere bijective differential \(d\psi\), and if \(\Theta = \text{diag}(e^{i\theta_1}, \ldots, e^{i\theta_n})\), then
\[
|\det d\psi_{(U\Theta, \Theta)}| = \prod_{1 \leq j \leq k \leq n} |e^{i\theta_j} - e^{i\theta_k}|^2.
\]

Proof. To see that \(\psi\) is well-defined, suppose that \(U \in \mathbb{T}\); i.e., that there is \(\Theta \in \mathbb{T}\) such that \(U = U\Theta\). Then for any \(\Theta \in \mathbb{T}'\),
\[
U\Theta U^{-1} = \tilde{U}\Theta \tilde{\Theta}^{-1} U^{-1} = \tilde{U}\Theta U^{-1},
\]
since the diagonal matrices \(\Theta, \tilde{\Theta}\) commute.

Next, observe that if \(U \in \mathbb{U}(n)\) with distinct eigenvalues \(\lambda_1, \ldots, \lambda_n\), then for any permutation \(\sigma \in S_n\), there is \(V_\sigma \in \mathbb{U}(n)\) such that
\[
U = V_\sigma \text{diag}(\lambda_{\sigma(1)}, \ldots, \lambda_{\sigma(n)}) V_\sigma^{-1},
\]
and so \(U\) has (at least) \(n!\) distinct preimages \((V_\sigma \mathbb{T}, \text{diag}(\lambda_{\sigma(1)}, \ldots, \lambda_{\sigma(n)})\)). Moreover, if \(V, W \in \mathbb{U}(n)\) are such that
\[
V \text{diag}(\lambda_{\sigma(1)}, \ldots, \lambda_{\sigma(n)}) V^{-1} = W \text{diag}(\lambda_{\sigma(1)}, \ldots, \lambda_{\sigma(n)}) W^{-1},
\]
then the \(k\)-th columns of both \(V\) and \(W\) are eigenvectors of \(U\) with eigenvalue \(\lambda_{\sigma(k)}\). Since \(U\) has \(n\) distinct eigenvalues, its eigenspaces are one-dimensional, and so the \(k\)-th columns of \(V\) and \(W\) can only differ by multiplication by a unit modulus complex number \(\omega_k\). In other words,
\[
W = V \text{diag}(\omega_1, \ldots, \omega_n),
\]
and since \(\text{diag}(\omega_1, \ldots, \omega_n) \in \mathbb{T}\), it follows that \(V \mathbb{T} = W \mathbb{T}\). That is, \(U\) has exactly \(n!\) preimages under \(\psi\).

It remains to compute the differential \(d\psi\).

A curve \(\gamma : [0, 1] \to \mathbb{T}\) with \(\gamma(0) = I\) has the form
\[
\gamma(t) = \text{diag}(e^{i\theta_1(t)}, \ldots, e^{i\theta_n(t)}),
\]
where the \(\theta_j(t)\) are arbitrary smooth functions of \(t\), so that
\[
\gamma'(0) = \text{diag}(i\theta_1'(0), \ldots, i\theta_n'(0));
\]
that is, \(T_\mathbb{T}(\gamma) \subseteq T_\mathbb{T}(\mathbb{U}(n))\) is exactly the subspace of diagonal elements:
\[
T_\mathbb{T}(\mathbb{T}) = \{\text{diag}(i\rho_1, \ldots, i\rho_n) : \rho_1, \ldots, \rho_n \in \mathbb{R}\} =: \mathbb{t}.
\]

Recall from Section 1.1 that the Lie algebra of \(\mathbb{U}(n)\) itself is
\[
\mathfrak{u}(n) = \{X \in M_n(\mathbb{C}) : X + X^* = 0\}.
\]
The map \(\pi : \mathbb{U}(n) \to \mathbb{U}(n)/\mathbb{T}\) with \(\pi(U) = U \mathbb{T}\) induces a surjective linear map
Then \( \gamma \) defined by
\[
\text{identifying } T(I; \mathbb{C}) = \{(X; X^* = 0, X_{ij} = 0 \forall j) \}; p.
\]

Now, to compute \( d\psi \) itself, we must compute \( \frac{d}{dt} \psi \circ \gamma(t)_{|t=0} \) for smooth curves \( \gamma : [0, 1] \to (U(n)/T) \times T' \) with arbitrary initial directions. We first consider the curve
\[
\gamma_1(t) = (U e^{tZ}; \Theta),
\]
where \( Z \) is an \( n \times n \) matrix over \( \mathbb{C} \) with \( Z + Z^* = 0 \) and \( Z_{ij} = 0 \) for each \( j \).
Then \( \gamma_1 \) has \( \gamma_1(0) = (U^T, \Theta) \) and \( \gamma_1'(0) = (Z, 0) \) (it is customary to identify \( T(U T, \Theta)(U(n)/T \times T') \) with \( p \oplus t \)),
\[
\psi(\gamma_1(t)) = U e^{tZ} \Theta e^{-tZ} U^{-1},
\]
and
\[
d\psi_{(U T, \Theta)(Z, 0)} = \frac{d}{dt} \psi(\gamma_1(t))_{|t=0}
= U Z \Theta U^{-1} - U \Theta Z U^{-1}
= \left[U \Theta U^{-1}\right]\left[U \Theta^{-1} Z \Theta - Z \right] U^{-1}.
\]

In the orthogonal direction, consider the curve \( \gamma_2 : [0, 1] \to (U(n)/T) \times T' \) defined by
\[
\gamma_2(s) = (U T, \Theta e^{i\theta}).
\]
Then \( \gamma_2(0) = (U T, \Theta), \gamma_2'(0) = (0, \Theta') \), and
\[
d\psi_{(U T, \Theta)(0, \theta')} = \frac{d}{ds} \psi \circ \gamma_2(s)_{|s=0} = U \Theta \theta' U^{-1} = U \Theta U^{-1}\left(U \Theta' U^{-1}\right).
\]
Together then,
\[
d\psi_{(U T, \Theta)(Z, \Theta')} = U \Theta U^{-1}\left[U \Theta^{-1} Z \Theta - Z + \Theta' \right] U^{-1}.
\]
Identifying \( T(U \Theta U^{-1}(U(n)')) \) with \( u \), one would more typically write just
\[
d\psi_{(U T, \Theta)(Z, \Theta')} = U \left[\Theta^{-1} Z \Theta - Z + \Theta' \right] U^{-1}.
\]
Since multiplication by a unitary matrix is an isometry of \( M_n(\mathbb{C}) \), it follows that
\[
|\det \psi_{(U T, \Theta)}| = |\det \Theta \oplus I| = |\det \Theta|,
\]
where \( \Theta(Z) = \Theta^{-1} Z \Theta - Z \).
To finally actually compute the determinant, it is easier to consider the complexification of \( p \): the space \( p \) itself is a real vector space, but if \((X_1, \ldots, X_N)\) is a basis, then we may instead consider the complex vector space

\[
p_{\mathbb{C}} := \{ z_1 X_1 + \cdots + z_N X_n : z_1, \ldots, z_n \in \mathbb{C} \}.
\]

The matrices \((X_1, \ldots, X_N)\) are then a basis of \( p_{\mathbb{C}} \), and any linear map on \( p \) can be extended to a linear map on \( p_{\mathbb{C}} \), whose determinant is the same as that of the original map.

It is an easy exercise that the complexification \( p_{\mathbb{C}} \) is simply those matrices in \( M_n(\mathbb{C}) \) with zeroes on the diagonal; this space has orthonormal basis \( E_{jk} \), with a one in the \( j\)-\( k \) position and zeroes elsewhere. With respect to this basis, the operator \( A_{\Theta} \Theta \) is diagonal:

\[
A_{\Theta} \Theta (E_{jk}) = (e^{i \theta_j - \theta_k} - 1) E_{jk}.
\]

It follows that

\[
|\det \psi(U_T, \Theta)| = \prod_{j \neq k} \left| e^{i \theta_j - \theta_k} - 1 \right| = \prod_{1 \leq j < k \leq n} \left| e^{i \theta_j} - e^{i \theta_k} \right|^2,
\]

which completes the proof of the lemma. \( \square \)

We now complete the proof of Weyl’s integration formula.

**Proof of Theorem 3.1** Since \( \psi \) is an \( n! \)-to-1 local diffeomorphism, using \( \psi \) to make a change of variables gives

\[
\int_{U(n)'} g(U) d\mu_{U(n)'}(U) = \frac{1}{n!} \int_{U(n)'} \int_{U(n)/T} g(\psi(U_T, \Theta)) |\det \psi(U_T, \Theta)| \mu_{U(n)/T}(U_T) d\mu_T(\Theta),
\]

where each of the measures is the invariant measure on the appropriate space, as described in Proposition 3.2.

It is easy to see that \( T \setminus T' \) and \( U(n) \setminus U(n)' \) have measure zero, since their dimensions are strictly smaller than those of the full groups, and so we may instead write

\[
\int_{U(n)} g(U) d\mu_{U(n)}(U) = \frac{1}{n!} \int_{U(n)'} \int_{U(n)/T} g(\psi(U_T, \Theta)) |\det \psi(U_T, \Theta)| \mu_{U(n)/T}(U_T) d\mu_T(\Theta).
\]

From Lemma 3.4,

\[
|\det d\psi(U_T, \Theta)| = \prod_{1 \leq j < k \leq n} \left| e^{i \theta_j} - e^{i \theta_k} \right|^2.
\]
and since \( g \) was assumed to be a class function,

\[
g(\phi(U^T, \Theta)) = g(U\Theta U^{-1}) = g(\Theta) = \tilde{g}(\theta_1, \ldots, \theta_n),
\]

where \( \tilde{g} \) is as in the statement of the theorem and \( \Theta = \text{diag}(e^{i\theta_1}, \ldots, e^{i\theta_n}) \).

Since \( \mu_{\mathcal{U}(n)/T} \) is a probability measure, and

\[
d\mu_T = \frac{1}{(2\pi)^n} d\theta_1 \cdots d\theta_n,
\]

this completes the proof.

\[\square\]

The factor \( \prod_{1 \leq j < k \leq n} |e^{i\theta_j} - e^{i\theta_k}|^2 \) is the norm-squared of a Vandermonde determinant. Observe that for any given pair \((j, k)\), \( |e^{i\theta_j} - e^{i\theta_k}|^2 \) is zero if \( \theta_j = \theta_k \) (and small if they are close), but \( |e^{i\theta_j} - e^{i\theta_k}|^2 \) is 4 if \( \theta_j = \theta_k + \pi \). This produces the effect alternatively known as “eigenvalue repulsion” or “eigenvalue rigidity”: each pair of eigenvalues repel each other, so that the collection of points is very evenly spaced. This is clearly visible in simulations, even for relatively small matrices. In the picture on the right in Figure 3.1 80 points were dropped uniformly and independently (thus there is no repulsion); there are several large clumps of points close together, and some largeish gaps. The picture on the right is of the eigenvalues of a random 80 \( \times \) 80 unitary matrix; one can clearly see that they are more regularly spaced around the circle.

There are integration formulae for the other matrix groups as well, although some details are slightly more complicated. Firstly, recall the trivial eigenvalues: each matrix in \( \mathbb{SO}(2n+1) \) has 1 as an eigenvalue, each matrix in \( \mathbb{SO}^- (2n+1) \) has -1 as an eigenvalue, and each matrix in \( \mathbb{SO}^- (2n+2) \) has both -1 and 1 as eigenvalues. The remaining eigenvalues of matrices in \( \mathbb{SO}(n) \) or \( \mathbb{Sp}(2n) \) occur in complex conjugate pairs. For this reason, when discussing

\[
\text{Figure 3.1 On the left are the eigenvalues of an 80 \times 80 random unitary matrix; on the right are 80 i.i.d. uniform random points.}
\]
Theorem 3.5 Let $U$ be a Haar-distributed random matrix in $S$, where $S$ is one of $\mathbb{SO}(2n+1)$, $\mathbb{SO}(2n)$, $\mathbb{SO}^-(2n+1)$, $\mathbb{SO}^-(2n+2)$, $\mathbb{Sp}(2n)$. Then a function $g$ of $U$ which is invariant under conjugation of $U$ by a fixed orthogonal (in all but the last case) or symplectic (in the last case) matrix is associated as above with a function $\tilde{g} : [0,\pi]^n \to \mathbb{R}$ (of the non-trivial eigenangles) which is invariant under permutations of coordinates, and if $U$ is distributed according to Haar measure on $G$, then

$$E g(U) = \int_{[0,\pi]^n} \tilde{g} d\mu^W_G,$$

where the measures $\mu^W_G$ on $[0,\pi]^n$ have densities with respect to $d\theta_1 \cdots d\theta_n$ as follows.

<table>
<thead>
<tr>
<th>$G$</th>
<th>$\mu^W_G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{SO}(2n)$</td>
<td>$\frac{2}{n!(2\pi)^n} \prod_{1 \leq j &lt; k \leq n} (2 \cos(\theta_k) - 2 \cos(\theta_j))^2$</td>
</tr>
<tr>
<td>$\mathbb{SO}(2n+1)$</td>
<td>$\frac{2^{n}}{n!\pi^n} \prod_{1 \leq j \leq n} \sin^3\left(\frac{\theta_j}{2}\right) \prod_{1 \leq j &lt; k \leq n} (2 \cos(\theta_k) - 2 \cos(\theta_j))^2$</td>
</tr>
<tr>
<td>$\mathbb{SO}^-(2n+1)$</td>
<td>$\frac{2^{n}}{n!\pi^n} \prod_{1 \leq j \leq n} \cos^3\left(\frac{\theta_j}{2}\right) \prod_{1 \leq j &lt; k \leq n} (2 \cos(\theta_k) - 2 \cos(\theta_j))^2$</td>
</tr>
<tr>
<td>$\mathbb{Sp}(2n)$</td>
<td>$\frac{2^{n}}{n!\pi^n} \prod_{1 \leq j \leq n} \sin^3\left(\theta_j\right) \prod_{1 \leq j &lt; k \leq n} (2 \cos(\theta_k) - 2 \cos(\theta_j))^2$</td>
</tr>
<tr>
<td>$\mathbb{SO}^-(2n+2)$</td>
<td>$\frac{2^{n}}{n!\pi^n} \prod_{1 \leq j \leq n} \cos^3\left(\theta_j\right) \prod_{1 \leq j &lt; k \leq n} (2 \cos(\theta_k) - 2 \cos(\theta_j))^2$</td>
</tr>
</tbody>
</table>

So as not to spoil the reader’s fun, we will show how to modify the proof of the unitary case for the case of $\mathbb{SO}(2n)$ and leave the remaining formulae as exercises.

Proof of the Weyl integration formula for $\mathbb{SO}(2n)$ If $U \in \mathbb{SO}(2n)$, then there
are $V \in \mathbb{SO}(2n)$ and angles $\{\theta_1, \ldots, \theta_n\} \subseteq [0, \pi]$ such that

$$U = V \begin{bmatrix}
\cos \theta_1 & \pm \sin(\theta_1) \\
\mp \sin(\theta_1) & \cos(\theta_1) \\
& \ddots \\
\cos(\theta_n) & \pm \sin(\theta_n) \\
\mp \sin(\theta_n) & \cos(\theta_n)
\end{bmatrix} V^{-1}; \quad (3.2)$$

the eigenvalues of $U$ are the complex conjugate pairs $\{e^{\pm i\theta_1}, \ldots, e^{\pm i\theta_n}\}$.

Let $\mathcal{T}$ denote the set of all block diagonal rotations as in (3.2), $\mathcal{T}' \subset \mathcal{T}$ those matrices for which the $\theta_j$ are all distinct and different from 0 and $\pi$, and let $\mathbb{SO}(2n)' \subseteq \mathbb{SO}(2n)$ be the subset of $\mathbb{SO}(2n)$ with distinct eigenvalues, different from 1 and $-1$. Define a map

$$\psi : (\mathbb{SO}(2n)/\mathcal{T}) \times \mathcal{T}' \to \mathbb{SO}(2n)' . \quad (\mathcal{U}T, R) \mapsto URU^{-1}$$

Then $\psi$ is a $2^{n-1}n!$-to-1 covering of $\mathbb{SO}(2n)'$: each $U \in \mathbb{SO}(2n)$ has $2^{n-1}n!$ distinct preimages, corresponding to the $n!$ possible permutations of the $2 \times 2$ blocks and the $2^{n-1}$ possible reorderings of the bases within all but the last of the corresponding 2-dimensional subspaces (the last one is then forced so as to remain within $\mathbb{SO}(2n)$).

As before, $\psi$ is used to make a change of variables, and the crucial ingredient in the integration formula is the determinant of $d\psi$. Recall that $so(2n) : = T_{\mathfrak{l}_c}(\mathbb{SO}(2n)) = \{X \in \mathbb{M}_{2n}(\mathbb{R}) : X + X^T = 0\}$.

If $\gamma : [0, 1] \to \mathbb{T}$ has the form

$$\gamma(s) = \begin{bmatrix}
\cos(\theta_1(s)) & \pm \sin(\theta_1(s)) \\
\mp \sin(\theta_1(s)) & \cos(\theta_1(s)) \\
& \ddots \\
\cos(\theta_n(s)) & \pm \sin(\theta_n(s)) \\
\mp \sin(\theta_n(s)) & \cos(\theta_n(s))
\end{bmatrix}$$

(with the choice of signs consistent as $s$ varies), then

$$\gamma'(0) = \begin{bmatrix}
0 & \pm \theta'_1(0) \\
\mp \theta'_1(0) & 0 \\
& \ddots \\
0 & \pm \theta'_n(0) \\
\mp \theta'_n(0) & 0
\end{bmatrix},$$
and so
\[ t := T_{\pi}(\mathbb{T}) = \left\{ \begin{bmatrix} \rho_1 & 0 \\ -\rho_1 & 0 \end{bmatrix} \oplus \cdots \oplus \begin{bmatrix} \rho_n & 0 \\ -\rho_n & 0 \end{bmatrix} : \rho_1, \ldots, \rho_n \in \mathbb{R} \right\}. \]

The map \( \pi : SO(2n) \rightarrow SO(2n)/\mathbb{T} \) with \( \pi(U) := UT \) induces a surjective linear map \( d\pi_{\pi} : T_{\pi}(SO(2n)) \rightarrow T_{\pi}(SO(2n)/\mathbb{T}) \) with kernel \( t \), whose image is therefore isomorphic to the orthogonal complement
\[ p := \left\{ X \in M_{2n}(\mathbb{R}) : X + X^T = 0, \begin{bmatrix} X_{2j-1,2j-1} & X_{2j-2,2j} \\ X_{2j,2j-1} & X_{2j,2j} \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, j = 1, \ldots, n \right\}. \]

Computing the tangent vectors at 0 to curves \( \gamma_1(t) = (Ue^{2\pi iT}, R) \) and \( \gamma_2(s) = (UT, Re^{sR}) \) as in the unitary case shows that
\[ d\psi_{(UT,R)}(Z, R') = U[(A_{R} \oplus I)(Z, R)]U^{-1}, \]
where \( A_{R} : p \rightarrow p \) is given by \( A_{R}(Z) = R^{-1}ZR - Z \), and we have identified \( T_{(UT,R)}(SO(n)/\mathbb{T} \times \mathbb{T}) \) with \( p \oplus t \) and \( T_{URU^{-1}}(SO(n)) \) with \( so(2n) \). We thus have that
\[ |\det d\psi_{(UT,R)}| = |\det A_{R}|. \]

Unfortunately, there is no obvious basis in which \( A_{R} \) is diagonal, and so computing \( |\det A_{R}| \) requires a few linear-algebraic tricks. Firstly, it is once again simpler to compute in the complexification
\[ p_{\mathbb{C}} = \left\{ X \in M_{2n}(\mathbb{C}) : X + X^\ast = 0, \begin{bmatrix} X_{2j-1,2j-1} & X_{2j-2,2j} \\ X_{2j,2j-1} & X_{2j,2j} \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, j = 1, \ldots, n \right\}, \]
of \( p \). Note that while in the unitary case, complexifying \( p \) removed the condition \( X + X^\ast = 0 \), in the orthogonal case, the condition \( X + X^T = 0 \) remains.

Next, we change bases on \( \mathbb{C}^{2n} \) to diagonalize the elements of \( \mathbb{T} \): let
\[ C := \begin{bmatrix} 1 & 1 \\ i & -i \end{bmatrix} \oplus \cdots \oplus \begin{bmatrix} 1 & 1 \\ i & -i \end{bmatrix}, \]
and let \( C \) act on \( M_{n}(\mathbb{C}) \) by conjugation. The subspace \( t \), and hence also \( p_{\mathbb{C}} \), is preserved by this action, and
\[ C^{-1} \left( \begin{bmatrix} \cos(\theta_1) & \sin(\theta_1) \\ -\sin(\theta_1) & \cos(\theta_1) \end{bmatrix} \oplus \cdots \oplus \begin{bmatrix} \cos(\theta_n) & \sin(\theta_n) \\ -\sin(\theta_n) & \cos(\theta_n) \end{bmatrix} \right) C = \begin{bmatrix} e^{i\theta_1} & 0 \\ 0 & e^{-i\theta_1} \end{bmatrix} \oplus \cdots \oplus \begin{bmatrix} e^{i\theta_n} & 0 \\ 0 & e^{-i\theta_n} \end{bmatrix}. \]
Now, \( p_{\mathbb{C}} \) has the obvious basis \( F_{jk} \), where \( F_{jk} \) has a 1 in the \( j-k \) entry, a -1 in the \( k-j \) entry and zeroes otherwise (where \( (j,k) \) runs over pairs with \( j < k \).
which are not in any of the $2 \times 2$ blocks along the diagonal). However, $A_R$ is not diagonal with respect to the basis $CF_{jk}C^{-1}$, and one more trick is in order. Observe that if $S : M_n(\mathbb{C}) \to M_n(\mathbb{C})$ is defined by

$$[SX]_{jk} = \begin{cases} X_{jk}, & j \leq k; \\ -X_{jk}, & j > k, \end{cases}$$

then $S$ commutes with $A_R$ (this is easy to check on the basis $CE_{jk}C^{-1}$ of $M_n(\mathbb{C})$).

**Exercise 3.6** Let $V$ be a finite-dimensional inner product space and $U \subseteq V$ a subspace. Let $T : V \to V$ such that $T(U) = U$ and let $S : V \to V$ commute with $T$. Then $T(S(U)) = S(U)$ and

$$\det T|_U = \det T|_{S(U)}.$$

Applying the exercise to the maps $T = A_R$ and $S$ defined above, it follows that our quarry $\det A_R$, when $A_R$ is viewed as a map on $v_C$, is the same as $\det A_R$ when $A_R$ is viewed as a map on

$$q_C := \left\{ X \in M_{2n}(\mathbb{C}) : X - X^T = 0, \begin{bmatrix} X_{2j-1,2j-1} & X_{2j-1,2j} \\ X_{2j,2j-1} & X_{2j,2j} \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad j = 1, \ldots, n \right\}.$$

The subspace $q_C$ has basis $G_{jk}$ defined similarly to $F_{jk}$ but with both non-zero entries equal to 1, and so in particular the subspaces $v_C$ and $q_C$ are orthogonal. It follows that $\det A_R$ when $A_R$ is viewed as a map on $v_C \oplus q_C$ is the square of $\det A_R$ when $A_R$ is restricted to $v_C$. The point, of course, is that $v_C \oplus q_C$ has basis $E_{jk}$, where $j \neq k$ and $(j,k)$ is not in any of the $2 \times 2$ blocks along the diagonal, and with respect to $CE_{jk}C^{-1}$, $A_R$ is diagonal: if $D = C^{-1}RC$ is the diagonalization of $R$ by $C$, then

$$A_R(CE_{jk}C^{-1}) = CD^{-1}C^{-1}(CE_{jk}C^{-1})CDC^{-1} - CE_{jk}C^{-1} = \left( \exp \left( i \left( -1 \theta_1 \gamma_1 + (-1)^k \theta_1 \gamma_1 \right) \right) - 1 \right) CE_{jk}C^{-1}.$$

Examining the coefficient above, one can see that for each pair $p < q$, each of the four factors $e^{i(\pm \theta_p \pm \theta_q)} - 1$ appears as an eigenvalue exactly twice. Since

$$|e^{i(\theta_p + \theta_q)} - 1||e^{i(\theta_p - \theta_q)} - 1| = |2 \cos(\theta_p) - 2 \cos(\theta_q)|,$$

we finally have that

$$\left| \det_{v_C \oplus q_C} d\theta_{U \cap R} \right| = \prod_{1 \leq p < q \leq n} |2 \cos(\theta_p) - 2 \cos(\theta_q)|^4.$$
and so
\[ |\det d\psi_{(UT,R)}| = \prod_{1 \leq p < q \leq n} |2 \cos(\theta_p) - 2 \cos(\theta_q)|^2. \quad (3.3) \]

To complete the proof, let \( g : \mathbb{SO}(2n) \to \mathbb{R} \) be a class function; since \( \psi \) is a \( 2^n \)-to-1 local diffeomorphism,
\[
\int_{\mathbb{SO}(2n)} g(U) d\mu_{\mathbb{SO}(2n)}(U) = \frac{2}{2^n n!} \int_T \int_{\mathbb{SO}(2n)/T} g(\psi(UT,R)) |\det d\psi_{(UT,R)}| d\mu_{\mathbb{SO}(n)/T}(UT) d\mu_T(R),
\]
where all of the measures are the (normalized) Haar measures on the appropriate spaces. As before, the excluded parts of \( \mathbb{SO}(2n) \) and \( T \) are lower dimensional and hence of measure zero, and so we have
\[
\int_{\mathbb{SO}(2n)} g(U) d\mu_{\mathbb{SO}(2n)}(U) = \frac{2}{2^n n!} \int_T \int_{\mathbb{SO}(2n)/T} g(\psi(UT,R)) |\det d\psi_{(UT,R)}| d\mu_{\mathbb{SO}(n)/T}(UT) d\mu_T(R).
\]
Since \( g \) is a class function,
\[
g(\psi(UT,R)) = g(URU^{-1}) = g(R);
\]

\[ |\det d\psi_{(UT,R)}| \text{ in } (3.3), \]
this completes the proof. \( \square \)

### 3.2 Determinantal point processes

One important consequence of the Weyl formulae is that the eigenvalue processes of the classical compact groups are what are known as **determinantal point processes**, defined as follows.

**Definition** A point process \( \mathcal{X} \) in a locally compact Polish space \( \Lambda \) is a random discrete subset of \( \Lambda \). For \( A \subseteq \Lambda \), \( N_A \) denotes the (random) number of points of \( \mathcal{X} \) in \( A \). The function \( A \mapsto N_A \) is called the **counting function** of \( \mathcal{X} \).

Let \( \mu \) be a Borel measure on \( \Lambda \). For a point process \( \mathcal{X} \) in \( \Lambda \), if there exist functions \( \rho_k : \Lambda^k \to [0, \infty) \) such that, for pairwise disjoint subsets \( A_1, \ldots, A_k \subseteq \Lambda \),
\[
\mathbb{E} \left[ \prod_{j=1}^k N_{A_j} \right] = \int_{A_1} \cdots \int_{A_k} \rho_k(x_1, \ldots, x_k) d\mu(x_1) \cdots d\mu(x_k),
\]

One important consequence of the Weyl formulae is that the eigenvalue processes of the classical compact groups are what are known as **determinantal point processes**, defined as follows.

**Definition** A point process \( \mathcal{X} \) in a locally compact Polish space \( \Lambda \) is a random discrete subset of \( \Lambda \). For \( A \subseteq \Lambda \), \( N_A \) denotes the (random) number of points of \( \mathcal{X} \) in \( A \). The function \( A \mapsto N_A \) is called the **counting function** of \( \mathcal{X} \).

Let \( \mu \) be a Borel measure on \( \Lambda \). For a point process \( \mathcal{X} \) in \( \Lambda \), if there exist functions \( \rho_k : \Lambda^k \to [0, \infty) \) such that, for pairwise disjoint subsets \( A_1, \ldots, A_k \subseteq \Lambda \),
\[
\mathbb{E} \left[ \prod_{j=1}^k N_{A_j} \right] = \int_{A_1} \cdots \int_{A_k} \rho_k(x_1, \ldots, x_k) d\mu(x_1) \cdots d\mu(x_k),
\]
then the $\rho_k$ are called the \textit{k-point correlation functions} (or \textit{joint intensities}) of $X$, with respect to $\mu$.

A determinantal point process is a point process whose $k$-point correlation functions have a special form:

\textbf{Definition}  Let $K : \Lambda \times \Lambda \to [0, 1]$. A point process $\mathcal{X}$ is a determinantal point process with kernel $K$ if for all $k \in \mathbb{N}$,

$$\rho_k(x_1, \ldots, x_k) = \det [K(x_i, x_j)]_{i,j=1}^k.$$

It is a result of Macchi \cite{75} and Soshnikov \cite{96} that if a kernel $K$ defines an operator $\mathcal{K}$ by

$$\mathcal{K}f(x) = \int_{\Lambda} K(x, y)f(y)d\mu(y)$$

and that operator is self-adjoint and trace class, then there is a determinantal point process on $\Lambda$ with kernel $K$ if and only if $\mathcal{K}$ has all eigenvalues in $[0, 1]$.

\textbf{Proposition 3.7}  The nontrivial eigenvalue angles of uniformly distributed random matrices in any of $\mathrm{SO}(N)$, $\mathrm{SO}^-(N)$, $\mathrm{U}(N)$, $\mathrm{Sp}(2N)$ are a determinantal point process with respect to uniform (probability) measure on $\Lambda$, with kernels as follows.

<table>
<thead>
<tr>
<th>$K_N(x, y)$</th>
<th>$\Lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{U} (N)$</td>
<td>$\sum_{j=0}^{N-1} e^{i(jx-\gamma)}$</td>
</tr>
<tr>
<td>$\mathrm{SO} (2N)$</td>
<td>$1 + \sum_{j=1}^{N-1} 2 \cos(jx) \cos(jy)$</td>
</tr>
<tr>
<td>$\mathrm{SO} (2N+1)$</td>
<td>$\sum_{j=0}^{N-1} 2 \sin\left(\frac{(2j+1)x}{2}\right) \sin\left(\frac{(2j+1)y}{2}\right)$</td>
</tr>
<tr>
<td>$\mathrm{SO}^-(2N+1)$</td>
<td>$2 \cos\left(\frac{(2j+1)x}{2}\right) \cos\left(\frac{(2j+1)y}{2}\right)$</td>
</tr>
<tr>
<td>$\mathrm{Sp} (2N)$</td>
<td>$\sum_{j=1}^N 2 \sin(jx) \sin(jy)$</td>
</tr>
<tr>
<td>$\mathrm{SO}^-(2N+2)$</td>
<td>$\sum_{j=1}^N 2 \sin(jx) \sin(jy)$</td>
</tr>
</tbody>
</table>

In order to prove the proposition, we first describe a common framework in which each of the groups can be treated.
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Equip $\Lambda$ with a finite measure $\mu$, and suppose that $f : \Lambda \to \mathbb{C}$ is such that

$$\int f \, d\mu = 0 \quad \text{and} \quad \int |f|^2 \, d\mu = 1.$$  

Suppose that $p_n(x)$ are monic polynomials such that the sequence $\varphi_0 := \frac{1}{\sqrt{\mu(\Lambda)}}$,

$$\varphi_n = p_n(f) \quad (n \geq 1)$$

is orthonormal in $L_2(\mu)$; i.e.,

$$\int_{\Lambda} \varphi_j \varphi_k \, d\mu = \delta_{jk}.$$  

Define the function $K_N$ on $\Lambda^2$ by

$$K_N(x, y) := \sum_{j=0}^{N-1} \varphi_j(x) \varphi_j(y),$$

and for each $m \geq 1$, define $D_{m,N} : \Lambda^m \to \mathbb{C}$ by

$$D_{m,N}(x_1, \ldots, x_m) := \det [K_N(x_j, x_k)]_{j,k=1}^m.$$  

Take $D_{0,N} = 1$.

Lemma 3.8  

1. For all $(x_1, \ldots, x_N) \in \Lambda^N$,

$$D_{N,N} = \frac{1}{\mu(\Lambda)} \left| \det [f(x_j)]_{j=1}^N \right|^2.$$  

In particular, $D_{N,N}$ is real-valued, non-negative, and symmetric in $(x_1, \ldots, x_N)$.

2. For $1 \leq n \leq N$,

$$\int_{\Lambda} D_{n,N}(x_1, \ldots, x_n) \, d\mu(x_n) = (N + 1 - n) D_{n-1,N}(x_1, \ldots, x_{n-1}).$$

The function $D_{n,N}$ is real-valued, non-negative, and symmetric in its arguments.

3. For $m > N$, $D_{m,N} = 0$.

4. Let $g : \Lambda^n \to \mathbb{R}$. Then

$$\frac{1}{n!} \int_{\Lambda^n} g(x_1, \ldots, x_n) D_{n,N}(x_1, \ldots, x_n) \, d\mu(x_1) \cdots d\mu(x_n)$$

$$= \frac{1}{N!} \int_{\Lambda^N} \left( \sum_{1 \leq j_1 < \cdots < j_N \leq N} g(x_{j_1}, \ldots, x_{j_N}) \right) D_{N,N}(x_1, \ldots, x_N) \, d\mu(x_1) \cdots d\mu(x_N).$$

The value of the lemma for us is that it is not too hard to check, using the Weyl integration formulae, that the $N$-point correlation functions are those claimed in Proposition [3.7] the full determinantal structure then follows from the lemma.
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Proof

1. Observe that \( \varphi_n = p_n(f) \) for a monic polynomial \( p_n \), starting from the last column and adding linear combinations of previous columns, then multiplying the first column by \( \frac{1}{\sqrt{\mu(\Lambda)}} \).

\[
\frac{1}{\sqrt{\mu(\Lambda)}} \det \left[ f(x_j)^{k-1} \right]_{j,k=1}^N = \det \left[ \varphi_{k-1}(x_j) \right]_{j,k=1}^N,
\]

and so

\[
\frac{1}{\mu(\Lambda)} \left| \det \left[ f(x_j)^{k-1} \right]_{j,k=1}^N \right|^2 = \left( \det \left[ \varphi_{k-1}(x_j) \right]_{j,k=1}^N \right) \left( \det \left[ \varphi_j \right]_{j,k=1}^N \right)
\]

\[
= \left( \det \left[ \varphi_{k-1}(x_j) \right]_{j,k=1}^N \right) \left( \det \left[ \varphi_j \right]_{j,k=1}^N \right)
\]

\[
= \det \left[ \sum_{r=1}^N \varphi_{r-1}(x_j) \varphi_{r-1}(x_k) \right]_{j,k=1}^N
\]

\[
= D_{N,N}(x_1, \ldots, x_N).
\]

2. We prove the statement by induction, using the Laplace expansion of the determinant. The \( n = 1 \) case is trivial by orthonormality of \( \varphi_j \).

For \( n > 1 \), let \( A_{n,N} := \left[ K_N(x_j, x_k) \right]_{j,k=1}^N \) and expand \( \det A_{n,N} \) along the final column:

\[
\det A_{n,N} = \sum_{k=1}^n (-1)^{k+n} K_N(x_k, x_n) \det A_{k,n,N}^{(k)}
\]

where \( A_{k,n,N}^{(k)} \) denotes the matrix \( A_{n,N} \) with the \( k \)th row and \( \ell \)th column removed.

When \( k = n \), the matrix \( A_{n,N}^{(n)} \) is just \( \left[ K_N(x_j, x_k) \right]_{j,k=1}^{n-1} \), which is in particular independent of \( x_n \), and integrating \( K_N(x_n, x_n) \) produces a factor of \( N \).

For the remaining terms, expanding \( \det A_{k,n,N}^{(k)} \) along the bottom row gives

\[
\det A_{k,n,N}^{(k)} = \sum_{\ell=1}^{n-1} (-1)^{\ell+n-1} K_N(x_n, x_\ell) \det \left[ K_N(x_l, x_j) \right]_{1 \leq \ell,j \leq n \atop \ell \neq k, j \neq n}
\]

Note in particular that there are no \( x_n \)'s left in the determinant.

Now,

\[
\int_{\Lambda} K_N(x_n, x_n) K_N(x_n, x_\ell) d\mu(x_n) = \sum_{r,t=1}^{N-1} \varphi_r(x_n) \varphi_t(x_\ell) \int_{\Lambda} \varphi_r(x_n) \varphi_t(x_n) d\mu(x_n)
\]

\[
= \sum_{r=0}^{N-1} \varphi_r(x_n) \varphi_r(x_\ell)
\]

\[
= K_N(x_n, x_\ell).
\]
It follows that for \( k < n \),
\[
\int_{\Lambda} (-1)^{k+n} K_N(x_k, x_n) \det A_{n,N} \, d\mu(x_n)
\]
\[
= \sum_{t=1}^{n-1} (-1)^{k+t-1} K_N(x_k, x_t) \det [K_N(x_i, x_j)]_{1 \leq i, j \leq n, i \neq k, n \neq t}
\]
\[
= - \det [K_N(x_i, x_j)]_{i=1, j=1}^{n-1}.
\]
As there are \( n - 1 \) terms of this type, together with the \( k = n \) case this gives the formula in part 2.

Since we have already seen that \( D_{N,N} \) is real-valued, non-negative, and symmetric, it follows immediately from the formula just established that \( D_{n,N} \) is as well.

3. Using the same trick as in part 1., if \( n > N \), then
\[
\det [K_N(x_i, x_j)]_{i,j=1}^{n} = \det [\Phi^\ast],
\]
where \( \Phi \) is an \( n \times N \) matrix with entries \( \varphi_{j-1}(i) \). Since the rank of \( \Phi \Phi^\ast \) is at most \( N < n \), \( \det \Phi \Phi^\ast = 0 \).

4. The only non-trivial case is \( n < N \). By the symmetry of \( D_{N,N}(x_1, \ldots, x_N) \),
\[
\int_{\Lambda^n} \left( \sum_{1 \leq j_1 \leq \cdots \leq j_N \leq N} g(x_{j_1}, \ldots, x_{j_N}) \right) D_{N,N}(x_1, \ldots, x_N) \, d\mu(x_N) \cdots d\mu(x_1)
\]
\[
= \binom{N}{n} \int_{\Lambda^n} g(x_1, \ldots, x_n) D_{n,N}(x_1, \ldots, x_n) \, d\mu(x_N) \cdots d\mu(x_1).
\]
Using part 2, to integrate out \( x_N, \ldots, x_{n+1} \) gives that this is
\[
\frac{N!}{n!} \int_{\Lambda^n} g(x_1, \ldots, x_n) D_{n,N}(x_1, \ldots, x_n) \, d\mu(x_N) \cdots d\mu(x_1).
\]
\[\Box\]

**Proof of Proposition 3.7**

**Unitary case:** Let \( \mathcal{X} = \{e^{i\theta_1}, \ldots, e^{i\theta_N}\} \) be the eigenvalue process corresponding to Haar measure on the unitary group. Let \( \Lambda = [0, 2\pi) \), let \( f : \Lambda \to \mathbb{C} \) be defined by \( f(\theta) = e^{i\theta} \), and for \( n \geq 1 \), let \( \varphi_n = f^n \). Then the kernel \( K_N(x,y) \) from the lemma is
\[
K_N(x,y) = \sum_{j=0}^{N-1} \varphi_j(x) \varphi^{\ast}_j(y) = \sum_{j=0}^{N-1} e^{i j (x-y)}
\]
and the Weyl density is
\[
\prod_{1 \leq j \neq k \leq N} |e^{i\theta_j} - e^{i\theta_k}|^2 = \left| \det [e^{i\theta_j(k-1)}]_{j,k=1}^{N} \right|^2 = D_{N,N}.
\]
by part 1. of the lemma.

Now, if \( A_1, \ldots, A_N \subseteq \Lambda \) are pairwise disjoint, then \( \prod_{j=1}^N \lambda_j(\mathcal{X}) = 1 \) if there is some permutation \( \sigma \in S_N \) such that \( \theta_j \in A_{\sigma(j)} \) for each \( j \), and otherwise \( \prod_{j=1}^N \lambda_j(\mathcal{X}) = 0 \). It thus follows from the Weyl integration formula that

\[
\mathbb{E} \left[ \prod_{j=1}^N \lambda_j \right] = N! \mathbb{E} \left[ e^{\theta_1} \cdots e^{\theta_N} \right] \\
= \frac{1}{(2\pi)^N} \int \cdots \int_{A_N} \prod_{1 \leq j < k \leq N} |e^{\theta_j} - e^{\theta_k}|^2 e^{i \theta_j} e^{i \theta_k} d\theta_1 \cdots d\theta_N \\
= \frac{1}{(2\pi)^N} \int \cdots \int_{A_N} D_{NN}(\theta_1, \ldots, \theta_N) d\theta_1 \cdots d\theta_N.
\]

More generally, if \( A_1, \ldots, A_k \subseteq \Lambda \) are pairwise disjoint, then

\[
\mathbb{E} \left[ \prod_{j=1}^k \lambda_j \right] = \mathbb{E} \left[ \prod_{j=1}^k \mathbb{1}_{A_j}(\theta_j) \right] \\
= \sum_{\sigma \in S_k} \sum_{1 \leq \ell_1 < \cdots < \ell_k \leq N} \mathbb{E} \left[ \prod_{j=1}^k \mathbb{1}_{A_{\sigma(j)}}(\theta_j) \right] \\
= k! \frac{1}{N!(2\pi)^N} \int_{A_N} \left( \sum_{1 \leq \ell_1 < \cdots < \ell_k \leq N} \prod_{j=1}^k \mathbb{1}_{A_{\sigma(j)}(\theta_j)} \right) D_{NN}(\theta_1, \ldots, \theta_N) d\theta_1 \cdots d\theta_N.
\]

By part 4. of the Lemma, this is

\[
\frac{1}{(2\pi)^k} \int_{A_N} \left( \prod_{j=1}^k \mathbb{1}_{A_j}(\theta_j) \right) D_{kN}(\theta_1, \ldots, \theta_k) d\theta_1 \cdots d\theta_k \\
= \frac{1}{(2\pi)^k} \int_{A_1} \cdots \int_{A_k} \det \left[ K_{\theta_i, \theta_j} \right]_{i,j=1}^k d\theta_1 \cdots d\theta_k.
\]

Even special orthogonal case: Let \( \mathcal{X} = \{ e^{i\theta}, \ldots, e^{i\theta_N} \} \) be the nontrivial eigenvalue process corresponding to Haar measure on \( SO(2N) \), and let \( \Lambda = [0, \pi] \). In order to work within the framework of the lemma, we choose \( \mu \) such that \( d\mu = \frac{1}{2\pi} d\theta \) on \( \Lambda \), so that \( \mu(\Lambda) = \frac{1}{2} \). Let \( f : \Lambda \to \mathbb{C} \) be defined by \( f(\theta) = 2 \cos(\theta) = e^{i\theta} + e^{-i\theta} \); note that indeed

\[
\int_{\Lambda} f d\mu = 0 \quad \int_{\Lambda} |f|^2 d\mu = 1.
\]

It is easy to show by induction that the function

\[
\varphi_n(\theta) = 2 \cos(n\theta) = e^{in\theta} + e^{-in\theta}
\]
is a monic polynomial of degree \( n \) in \( e^{i\theta} + e^{-i\theta} \), and if we choose \( \varphi_0(\theta) = \sqrt{2} \), then \( \{\varphi_n\}_{n \geq 0} \) is an orthonormal sequence with respect to \( \mu \). Indeed, the reason for the choice of normalization of \( \mu \) is so that this sequence of monic polynomials in \( 2 \cos(\theta) \) is orthonormal.

The kernel from the lemma corresponding to our choice of \( \mu \) is

\[
K_N(x,y) = \sum_{j=0}^{N-1} \varphi_j(x) \overline{\varphi}_j(y) = 2 + \sum_{j=1}^{N-1} 4 \cos(jx) \cos(jy).
\]

Now, the density given by the Weyl integration formula in the case of \( \text{SO}(2N) \) is

\[
\frac{2}{N!(2\pi)^N} \prod_{1 \leq j \leq k \leq N} (2 \cos(\theta_j) - 2 \cos(\theta_k))^2
= \frac{1}{N!(2\pi)^N \mu(N)} \det [(2 \cos(\theta_j))_{1 \leq j \leq k \leq N}^N] = \frac{1}{N!(2\pi)^N} D_{N,N},
\]

by part 1. of the lemma. So if \( A_1, \ldots, A_k \subseteq \Lambda \) are pairwise disjoint, then as above,

\[
E \left[ \prod_{j=1}^k N_{A_j} \right] = \frac{k!}{N!(2\pi)^N} \int_{\Lambda^k} \left( \prod_{j=1}^k N_{A_j}(\theta_j) \right) D_{N,N}(\theta_1, \ldots, \theta_N) d\theta_1 \cdots d\theta_N
= \frac{1}{(2\pi)^k} \int_{\Lambda^k} \left( \prod_{j=1}^k N_{A_j}(\theta_j) \right) D_{k,N} d\theta_1 \cdots d\theta_k
= \frac{1}{(2\pi)^k} \int_{A_1} \cdots \int_{A_k} \det \left[ 2 + 4 \sum_{j=1}^{N-1} \cos(\theta_j) \cos(\theta_s) \right]_{s=1}^k d\theta_1 \cdots d\theta_k.
\]

Cancelling the \( \frac{1}{2} \) in front of the integral with a factor of 2 in the matrix inside the determinant shows that the \( \text{SO}(2N) \) eigenvalue process is determinantal with respect to the uniform probability measure on \([0, \pi]\) with kernel

\[
K_N(x,y) = 1 + 2 \sum_{j=1}^{N-1} \cos(jx) \cos(jy).
\]

**Odd special orthogonal case:** Let \( \mathcal{X} = \{e^{i\theta_1}, \ldots, e^{i\theta_N}\} \) be the nontrivial eigenvalue process corresponding to Haar measure on \( \text{SO}(2N+1) \), and let \( \Lambda = [0, \pi] \). Note that the form of the Weyl density in this case is somewhat different:

\[
\frac{2^N}{N!(2\pi)^N} \prod_{1 \leq j \leq N} \sin^2 \left( \frac{\theta_j}{2} \right) \prod_{1 \leq j < k \leq N} (2 \cos(\theta_k) - 2 \cos(\theta_j))^2
\]
contains a product over \( j \) in addition to the Vandermonde factor. Rather than treating this product as a determinant, it is more convenient within the framework of Lemma 3.8 to treat the \( \sin^2 \left( \frac{\theta}{2} \right) \) factors as defining the reference measure \( \mu \). That is, let \( \mu \) be the probability measure with \( d\mu = \frac{1}{\pi} \sin^2 \left( \frac{\theta}{2} \right) d\theta \) on \([0, \pi]\).

The Vandermonde factor in the Weyl density suggests taking \( f(\theta) = 2 \cos(\theta) \); since

\[
\frac{2}{\pi} \int_{0}^{\pi} 2 \cos(\theta) \sin^2 \left( \frac{\theta}{2} \right) d\theta = -1,
\]

we take instead

\[
f(\theta) = 1 + 2 \cos(\theta) = \frac{\sin \left( \frac{\theta}{2} \right)}{\sin \left( \frac{\theta}{2} \right)}.
\]

From the last expression it is easy to see that \( \int f^2 d\mu = 1 \). In analogy with the previous case, the second expression for \( f \) suggests choosing

\[
\varphi_n(\theta) = \frac{\sin \left( \left( \frac{2n+1}{2} \right) \theta \right)}{\sin \left( \frac{\theta}{2} \right)}
\]

for \( n \geq 1 \) (and \( \varphi_0 = 1 \)), so that \( \{\varphi_n\}_{n \geq 0} \) is orthonormal with respect to \( \mu \).

Rewriting

\[
\varphi_n(\theta) = 1 + \sum_{j=1}^{n} (e^{j\theta} + e^{-j\theta})
\]

shows that \( \varphi_n(\theta) \) is indeed a monic polynomial of degree \( n \) in \( f \). The kernel \( K_N(\theta, x) \) as in Lemma 3.8 is then

\[
K_N(\theta, x) = \sum_{j=0}^{N-1} \varphi_j(\theta) \varphi_j(x) = 1 + \sum_{j=1}^{N-1} \frac{\sin \left( \left( \frac{2n+1}{2} \right) x \right) \sin \left( \left( \frac{2n+1}{2} \right) y \right)}{\sin \left( \frac{\theta}{2} \right) \sin \left( \frac{\theta}{2} \right)}.
\]

The distribution of the eigenangles from the Weyl formula is

\[
\frac{2^N}{N! \pi^N} \prod_{1 \leq j \leq N} \sin^2 \left( \frac{\theta_j}{2} \right) \prod_{1 \leq j < k \leq N} (2 \cos(\theta_k) - 2 \cos(\theta_j))^2 d\theta_1 \cdots d\theta_N
\]

\[
= \frac{2^N}{N! \pi^N} \prod_{1 \leq j \leq N} \sin^2 \left( \frac{\theta_j}{2} \right) \left( (1 + 2 \cos(\theta_j))^N \right)^{2-1} d\theta_1 \cdots d\theta_N
\]

\[
= \frac{1}{N!} D_N, d\mu(\theta_1) \cdots d\mu(\theta_N),
\]

by part 1. of the lemma and definition of \( \mu \). Now, if \( k \leq N \) and \( A_1, \ldots, A_k \subseteq \Lambda \)
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are pairwise disjoint, then by the computation above and part 4. of the lemma,

\[
E \left[ \prod_{j=1}^{k} \mathcal{N}_{A_j} \right] \\
= \frac{k!}{N!} \int_{A^N} \left( \sum_{1 \leq j_1 < \cdots < j_k \leq N} \int \prod_{i=1}^{k} \mathbb{1}_{A_i}(\theta_{j_i}) D_{N,N}(\theta_1, \ldots, \theta_N) d\mu(\theta_1) \cdots d\mu(\theta_N) \right) \\
= \int_{A^k} \left( \prod_{i=1}^{k} \mathbb{1}_{A_i}(\theta_i) \right) D_{k,N}(\theta_1, \ldots, \theta_k) d\mu(\theta_1) \cdots d\mu(\theta_k) \\
= \frac{2^k}{\pi^k} \int_{A_1} \cdots \int_{A_k} \left( \det \left[ 1 + \sum_{\ell=0}^{N-1} \frac{\sin \left( \frac{\ell+1}{2} \theta_i \right) \sin \left( \frac{\ell+1}{2} \theta_j \right)}{\sin \left( \frac{\theta_i}{2} \right) \sin \left( \frac{\theta_j}{2} \right)} \right] \right)^k \prod_{j=1}^{k} \sin^2 \left( \frac{\theta_j}{2} \right) d\theta_j.
\]

Now multiplying the \(i\)th row of matrix inside the determinant by one factor of \(\sin \left( \frac{\theta_i}{2} \right)\) and the \(j\)th column by the other factor of \(\sin \left( \frac{\theta_j}{2} \right)\), and each entry by 2 gives that this last expression is

\[
\frac{1}{\pi^k} \int_{A_1} \cdots \int_{A_k} \left( \det \left[ \sum_{\ell=0}^{N-1} \sin \left( \frac{2\ell + 1}{2} \theta_i \right) \sin \left( \frac{2\ell + 1}{2} \theta_j \right) \right] \right)^k \prod_{j=1}^{k} d\theta_j.
\]

To treat the negative coset, one need only note that because we are in the odd case, the two cosets of the orthogonal group are related by multiplication by \(-I\).

The nontrivial eigenangles \((\psi_1, \ldots, \psi_N)\) of a Haar-distributed random matrix in \(SO^{-}(2N + 1)\) are thus equal in distribution to \((\pi - \theta_1, \ldots, \pi - \theta_N)\), where \((\theta_1, \ldots, \theta_N)\) are the nontrivial eigenangles of a Haar-distributed random matrix in \(SO(2N + 1)\), and the claimed formula then follows by changing variables.

**Symplectic case:** This is essentially the same as the previous case. Taking \(d\mu = \frac{1}{\pi} \sin(\theta) d\theta, f(\theta) = 2 \cos(\theta), \) and \(\varphi_n(\theta) = \frac{\sin(\theta/n)}{\sin(\theta)}\) for \(n \geq 1\), the proof proceeds as above.

\(\square\)

For some purposes, the following alternative forms of the kernels can be more convenient. In all but the unitary case, they are the same functions; for the unitary case, the kernels are different functions but are unitarily similar and thus define the same point processes.

**Proposition 3.9** For \(N \in \mathbb{N}\), let

\[
S_N(x) := \begin{cases} 
\sin \left( \frac{N^2}{x} \right) / \sin \left( \frac{1}{x} \right) & \text{if } x \neq 0, \\
N & \text{if } x = 0.
\end{cases}
\]
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The nontrivial eigenvalue angles of uniformly distributed random matrices in any of $\mathbb{SO}(N)$, $\mathbb{SO}^{-}(N)$, $\mathbb{U}(N)$, $\mathbb{Sp}(2N)$ are a determinantal point process, with respect to uniform (probability) measure on $\Lambda$, with kernels as follows.

<table>
<thead>
<tr>
<th></th>
<th>$L_N(x, y)$</th>
<th>$\Lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{U}(N)$</td>
<td>$S_N(x - y)$</td>
<td>$[0, 2\pi)$</td>
</tr>
<tr>
<td>$\mathbb{SO}(2N)$</td>
<td>$\frac{1}{2}(S_{2N-1}(x - y) + S_{2N-1}(x + y))$</td>
<td>$[0, \pi)$</td>
</tr>
<tr>
<td>$\mathbb{SO}(2N + 1)$</td>
<td>$\frac{1}{2}(S_{2N}(x - y) - S_{2N}(x + y))$</td>
<td>$[0, \pi)$</td>
</tr>
<tr>
<td>$\mathbb{SO}^{-}(2N + 1)$</td>
<td>$\frac{1}{2}(S_{2N}(x - y) + S_{2N}(x + y))$</td>
<td>$[0, \pi)$</td>
</tr>
<tr>
<td>$\mathbb{Sp}(2N)$</td>
<td>$\frac{1}{2}(S_{2N+1}(x - y) - S_{2N+1}(x + y))$</td>
<td>$[0, \pi)$</td>
</tr>
</tbody>
</table>

Exercise 3.10 Verify that these kernels define the same determinantal point processes as those given on page 81.
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While we have in principle completely described the distribution of the eigenvalues of a random matrix by the Weyl density formula, in practice, using the Weyl density to answer natural questions about random matrices, particularly those having to do with asymptotic behavior for large matrices, can be rather difficult. Under such circumstances, one option is to consider the moments. The following remarkable moment formulae are due to Diaconis and Shahshahani [36]; the proofs give a nice illustration of the use of character theory in the study of random matrices from the classical compact groups. Because it is the simplest, we begin with the case of the unitary group.

Proposition 3.11 Let $U$ be a Haar-distributed random matrix in $\mathbb{U}(n)$ and let $Z_1, \ldots, Z_k$ be i.i.d. standard complex Gaussian random variables (i.e., complex-valued random variables whose real and imaginary parts are independent centered Gaussians with variance $\frac{1}{4}$).
1. Let $a = (a_1, \ldots, a_k)$ and $b = (b_1, \ldots, b_k)$ with $a_j, b_j \in \mathbb{N}$, and let $n \in \mathbb{N}$ be such that

$$\max \left\{ \sum_{j=1}^k ja_j, \sum_{j=1}^k jb_j \right\} \leq n.$$ 

Then

$$\mathbb{E} \left[ \prod_{j=1}^k (\text{Tr}(U_j)^{a_j} \text{Tr}(U_j)^{b_j}) \right] = \delta_{ab} \prod_{j=1}^k j^{a_j!} = \mathbb{E} \left[ \prod_{j=1}^k (\sqrt{jZ_j}^{a_j} \sqrt{jZ_j}^{b_j}) \right].$$

2. For any $j, k, n$, if $U$ is Haar-distributed in $\mathbb{U}(n)$, then

$$\mathbb{E} \left[ \text{Tr}(U_j) \text{Tr}(U_k) \right] = \delta_{jk} \min\{j, n\}.$$ 

**Proof** Let $p_j$ denote the power sum symmetric function:

$$p_j(x_1, \ldots, x_n) = x_1^j + \cdots + x_n^j.$$ 

Then

$$\prod_{j=1}^k (\text{Tr}(U_j)^{a_j} \text{Tr}(U_j)^{b_j}) = \prod_{j=1}^k p_j^{a_j}(U),$$

where by abuse of notation, $p_j(U)$ denotes the scalar-valued function

$$p_j(U) = p_j(\lambda_1, \ldots, \lambda_n)$$

where $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $U$. In symmetric function theory, such a product of power sums (a so-called compound power sum) is denoted $p_\mu$, where $\mu$ is the partition of the integer $K = a_1 + 2a_2 + \cdots + ka_k$ consisting of $a_1$ 1’s, $a_2$ 2’s, and so on. There are many different bases for the space of symmetric functions, one of which is the Schur functions, which also happen to be the irreducible characters of $\mathbb{U}(n)$ (see Section 1.3). Better still, the change-of-basis formula with which one can express compound power sums in terms of Schur functions is very explicit, with the coefficients given by irreducible characters of the symmetric group. Indeed, the conjugacy classes of the symmetric group are exactly described by cycle structure, and a cycle structure can be thought of as an integer partition $(a_1 1\text{-cycles}, a_2 2\text{-cycles}, \ldots, a_k k\text{-cycles})$ corresponding to the partition of $K$ above. Since the irreducible characters are in one-to-one correspondence with the conjugacy classes, this means that the irreducible characters of $S_K$ can be indexed as $\{\chi_\lambda : \lambda \text{ a partition of } K \}$. It is possible to make explicit how a partition leads to an irreducible representation of $S_K$, but we will not go into this here. Instead, we will take as given the following change of basis formula, which is proved using the representation
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theory of the symmetric groups. For \( p_\mu \) a compound power sum as above and \( \{ s_\lambda \}_{\lambda \vdash K} \) the Schur functions corresponding to partitions \( \lambda \) of the integer \( K \),

\[
p_\mu = \sum_{\lambda \vdash K} \chi_\lambda(\mu) s_\lambda.
\]

Writing \( L = b_1 + 2b_2 + \cdots + kb_k \) and taking \( \nu \) to be the partition of \( L \) with \( b_1 \) 1’s, \( b_2 \) 2’s, etc.,

\[
\mathbb{E} \left[ \prod_{j=1}^k \left( \text{Tr}(U^j) \right)^{a_j} \left( \text{Tr}(U^j) \right)^{b_j} \right] = \mathbb{E} [ p_\mu(U)p_\nu(U) ] = \sum_{\lambda, \nu \vdash L} \chi_\lambda(\mu) \chi_\nu(\nu) \mathbb{E} [ s_\lambda(U)s_\nu(U) ].
\]

Since \( U \mapsto s_\lambda(U) \) are the irreducible characters of \( \mathbb{U}(n) \), it follows from the first orthogonality relation (Proposition 1.12 in Section 1.3),

\[
\mathbb{E} [ s_\lambda(U)s_\nu(U) ] = \delta_{\lambda \nu} |S_K| c(\mu),
\]

(Recall that \( s_\lambda(U) = 0 \) if \( \ell(\lambda) > n \).) The condition on \( n \) in the statement of the theorem is exactly that \( \max\{K, L\} \leq n \), and so \( \ell(\lambda) \leq n \) for each partition of \( K \) or \( L \). That is,

\[
\mathbb{E} \left[ \prod_{j=1}^k \left( \text{Tr}(U^j) \right)^{a_j} \left( \text{Tr}(U^j) \right)^{b_j} \right] = \delta_{KL} \delta_{\lambda \mu} \prod_{j=1}^k j^{a_j} a_j!.
\]

Applying the second orthogonality relation (Proposition 1.13 of Section 1.3) to the irreducible characters of \( S_K \) gives that

\[
\sum_{\lambda \vdash K} \chi_\lambda(\mu) \chi_\nu(\nu) = \delta_{\mu \nu}\frac{|S_K|}{c(\mu)},
\]

where \( c(\mu) \) is the size of the conjugacy class of \( \mu \) in \( S_K \). Since \( \mu \) corresponds to permutations with \( a_1 \) 1-cycles, \( a_2 \) 2-cycles, and so on,

\[
c(\mu) = \left( \begin{array}{c} K \\ 1^{a_1}, \ldots, k^{a_k} \end{array} \right) \frac{(0!)^{a_1} \cdots ((k-1)!)^{a_k}}{a_1! \cdots a_k!},
\]

where the multinomial coefficient \( \left( \begin{array}{c} K \\ 1^{a_1}, \ldots, k^{a_k} \end{array} \right) \) is the number of ways to divide the integers 1, \ldots, \( K \) into \( a_1 \) groups of size 1, \( a_2 \) groups of size 2, etc; the number of cyclic permutations of \( \{ i_1, \ldots, i_j \} \) is \( (j-1)! \); and the factor of \( a_1! \cdots a_k! \) in the denominator corresponds to orders in which one can write the cycles of a given length. We thus have that

\[
\mathbb{E} \left[ \prod_{j=1}^k \left( \text{Tr}(U^j) \right)^{a_j} \left( \text{Tr}(U^j) \right)^{b_j} \right] = \delta_{KL} \delta_{\lambda \mu} \prod_{j=1}^k j^{a_j} a_j! = \delta_{ab} \prod_{j=1}^k j^{b_j} a_j!.
\]
To see that this is the same as the mixed moment of complex Gaussian random variables as stated in the theorem, first note that a standard complex Gaussian random variable $Z$ can be written as $Re^{i\theta}$ with $R^2 = Z_1^2 + Z_2^2$ for $(Z_1, Z_2)$ independent real standard Gaussian variables, $\theta$ uniformly distributed in $[0, 2\pi)$, and $(R, \theta)$ independent. Moreover, $Z_1^2 + Z_2^2 \overset{d}{=} Y$, where $Y$ is an exponential random variable with parameter 1. Then

$$E[Z^a Z^b] = E[R^{a+b}] E[e^{i(a-b)\theta}] = \delta_{ab} E[Y^a] = \delta_{ab} a!.$$ 

To prove the second statement, by the argument above we have that

$$E[\text{Tr}(U^j) \text{Tr}(U^k)] = \delta_{jk} \sum_{\lambda \vdash j} |\chi_{\lambda}(j)|^2 \mathbb{1}(\ell(\lambda) \leq n),$$

where $(j)$ is the trivial partition of $j$ into the single part $j$. Evaluating the sum thus requires knowledge of the irreducible characters of the symmetric group. It is a fact (see Exercise 4.16 in [48]) that $\chi_{\lambda}(j) = 0$ unless $\lambda$ is a so-called hook partition: a partition of the form $(a, 1, 1, \cdots, 1)$ (its Young diagram looks like a hook). In case that $\lambda$ is a hook partition,

$$\chi_{\lambda}(j) = (-1)^{(\ell(\lambda)-1)}.$$ 

There are $\min\{j, n\}$ hook partitions $\lambda$ of $j$ with $\ell(\lambda) \leq n$, and so

$$E[\text{Tr}(U^j) \text{Tr}(U^k)] = \delta_{jk} \min\{j, n\}.$$ 

The orthogonal and symplectic cases are more complicated because the expansions of the power sum symmetric functions in terms of group characters are more difficult. The approach can nevertheless be extended to give the following.

**Theorem 3.12** Let $U$ be a Haar-distributed random matrix in $O(n)$, and let $Z_1, \ldots, Z_k$ be i.i.d. standard Gaussian random variables. Suppose that $a_1, \ldots, a_k$ are nonnegative integers such that $2 \sum_{j=1}^k j a_j \leq n$. Let $\eta_j$ be 1 if $j$ is even and 0 if $j$ is odd. Then

$$E \left[ \prod_{j=1}^k (\text{Tr}(U^j))^{a_j} \right] = \prod_{j=1}^k f_j(a_j) = E \left[ \prod_{j=1}^k (\sqrt{j} Z_j + \eta_j)^{a_j} \right].$$
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where

\[
  f_j(a) = \begin{cases} 
    0, & j, a \text{ odd}; \\
    j^2(a - 1)!!, & j \text{ odd, } a \text{ even}; \\
    \sum_{s=0}^{\lfloor a/2 \rfloor} \binom{a}{2s} (2s - 1)!! j^s, & j \text{ even.}
  \end{cases}
\]

Proof Let \( \mu \) denote the partition of \( K := a_1 + 2a_2 + \cdots + ka_k \) with \( a_1 \) 1’s, \( a_2 \) 2’s, and so on. Then as in the unitary case,

\[
  \prod_{j=1}^{k} (\Tr(U^j))^{x_j} = p_{\mu}(U),
\]

the compound power symmetric function evaluated at the eigenvalues of \( U \). As before, the key to the proof is to express \( p_{\mu} \) in terms of the irreducible characters of the orthogonal group; the necessary expansion is rather less classical in this case and was developed in the early ‘90s by A. Ram.

Let \( V \) be the standard \( n \)-dimensional representation of \( O(n) \) (i.e., \( U \in O(n) \) acts by matrix-vector multiplication), and for \( k \in \mathbb{N} \), recall that \( V^\otimes k \) is a representation of \( O(n) \), where \( U(v_1 \otimes \cdots \otimes v_k) = Uv_1 \otimes \cdots \otimes Uv_k \). The \textbf{Brauer algebra} \( B_{K,n} \) is the algebra of linear transformations of \( V^\otimes k \) which commute with the action of \( O(n) \). The Brauer algebra is not a group algebra, and so it does not fit into the usual framework of representation theory. Nevertheless, there is a notion of irreducible characters, and these play the role here that the irreducible characters of the symmetric group played in the case of random unitary matrices. Specifically, there is the following expansion of the compound power symmetric function:

\[
  p_{\mu}(x_1, \ldots, x_n) = \sum_{j=0}^{\lceil \frac{n}{2} \rceil} \sum_{w_{K-2j}} \prod_{(v'_1, v'_2) \leq n} [v'_1, v'_2] \chi_{\mu}(\omega) t_\nu(x_1, \ldots, x_n),
\]

where \( v'_1, v'_2 \) are the first two parts of the conjugate partition to \( \nu \) (so that the indicator is nonzero if and only if there are at most \( n \) boxes in the first two columns of the Young diagram of \( \nu \)); \( \chi_{\mu}(\omega) \) is a character of \( B_{K,n} \) corresponding to \( \nu \), being evaluated at an argument \( \omega \) determined by \( \mu \) (exactly how this works will be treated like a black box here); and \( t_\nu \) is the character of \( O(n) \) corresponding to \( \nu \) (see Theorem 1.17).

By the first orthogonality relation for characters (Proposition 1.12 in Section 1.3), \( \mathbb{E}[t_\nu(U)] = 0 \) unless \( t_\nu \) is constant; this corresponds to the trivial partition.
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ν = (0). It thus follows from the expansion formula that

\[ E \left[ \prod_{j=1}^{k} (\text{Tr}(U^j))^a_j \right] = \begin{cases} 
\chi_{K,a}^{(0)}(\omega), & K \text{ even;} \\
0, & K \text{ odd.}
\end{cases} \]

The formulae developed by Ram for evaluating these characters of the Brauer algebra give exactly the value for \( \chi_{K,a}^{(0)}(\omega) \) quoted in the statement, as long as \( n \geq 2K \). Seeing that this is the same as the mixed moment of Gaussians is immediate in the case that \( \eta_j = 0 \) (i.e., \( j \) is odd), and only requires expanding the binomial in the case \( \eta_j = 1 \).

Brauer proved expansion formulae for the power sum symmetric functions in terms of the characters of the symplectic group as well; these also involve characters of the Brauer algebra as coefficients. The following theorem then follows by the same approach as in the orthogonal case. Recall that the eigenvalues of a symplectic matrix come in complex conjugate pairs, so traces of powers are necessarily real.

**Theorem 3.13** Let \( U \) be a Haar-distributed random matrix in \( \mathbb{S}_p(2n) \), and let \( Z_1, \ldots, Z_k \) be i.i.d. standard Gaussian random variables. Suppose that \( a_1, \ldots, a_k \) are nonnegative integers such that \( \sum_{j=1}^{k} a_j \leq n \). Let \( \eta_j \) be 1 if \( j \) is even and 0 if \( j \) is odd, and let \( f_j(a) \) be defined as in Theorem 3.12. Then

\[ E \left[ \prod_{j=1}^{k} (\text{Tr}(U^j))^a_j \right] = \prod_{j=1}^{k} (-1)^{(j-1)\omega_j} f_j(a_j) = E \left[ \prod_{j=1}^{k} (\sqrt{j}Z_j - \eta_j)^{a_j} \right]. \]

### 3.4 Patterns in eigenvalues: powers of random matrices

The structure of the eigenvalue distributions of random matrices from the classical compact groups is very rich, with intriguing patterns hidden somehow in the Weyl integration formula. One example is the following result of E. Rains.

**Theorem 3.14** Let \( m \in \mathbb{N} \) be fixed and let \( \tilde{m} := \min\{m, N\} \). If \( \sim \) denotes equality of eigenvalue distributions, then

\[ U(\mathbb{S}_p(2\tilde{m})) \sim \bigoplus_{0 \leq j < \tilde{m}} U\left( \left\lfloor \frac{N-j}{m} \right\rfloor \right) \]

That is, if \( U \) is a uniform \( N \times N \) unitary matrix, the eigenvalues of \( U^m \) are distributed as those of \( \tilde{m} \) independent uniform unitary matrices of sizes

\[ \left\lfloor \frac{N}{m} \right\rfloor := \max \left\{ k \in \mathbb{N} \mid k \leq \frac{N}{m} \right\} \quad \text{and} \quad \left\lceil \frac{N}{m} \right\rceil := \min \left\{ k \in \mathbb{N} \mid k \geq \frac{N}{m} \right\}, \]
such that the sum of the sizes of the matrices is \( N \).

In particular, if \( m \geq N \), the eigenvalues of \( U^m \) are distributed exactly as \( N \) i.i.d. uniform points on \( S^1 \).

For the proof, we will need the following preliminary lemma.

**Lemma 3.15** Let

\[
p(\theta_1, \ldots, \theta_n) := \sum_{(p_1, \ldots, p_n)} a_{(p_1, \ldots, p_n)} \prod_{1 \leq k \leq n} e^{ip_k \theta_k}
\]

be a Laurent polynomial in \( \{e^{i \theta_k}\}_{k=1}^n \) which is a probability density with respect to \( \frac{1}{(2 \pi)^n} d\theta_1 \cdots d\theta_n \). If \( (\Theta_1, \ldots, \Theta_n) \) is distributed according to \( p \), then the density of \( (m \Theta_1, \ldots, m \Theta_n) \) with respect to \( \frac{1}{(2 \pi)^n} d\theta_1 \cdots d\theta_n \) is

\[
p'(m)(\theta_1, \ldots, \theta_n) := \sum_{(p_1, \ldots, p_n)} a_{(p_1, \ldots, p_n)} \prod_{1 \leq k \leq n} e^{i(p_k + mr_k) \theta_k},
\]

where \( m \Theta_j \) is interpreted modulo \( 2\pi \).

**Proof** To prove the lemma, it suffices to show that if \( (\Phi_1, \ldots, \Phi_n) \) is distributed according to \( p(m) \), then for any Laurent monomial \( \mu(\theta_1, \ldots, \theta_n) := \prod_{1 \leq k \leq n} e^{i r_k \theta_k} \),

\[
\mathbb{E}\mu(m \Theta_1, \ldots, m \Theta_n) = \mathbb{E}\mu(\Phi_1, \ldots, \Phi_n).
\]

Now, given two Laurent monomials

\[
\mu_1(\theta_1, \ldots, \theta_n) := \prod_{1 \leq k \leq n} e^{i r_k \theta_k} \quad \mu_2(\theta_1, \ldots, \theta_n) := \prod_{1 \leq k \leq n} e^{i s_k \theta_k},
\]

we have

\[
\frac{1}{(2 \pi)^n} \int_0^{2\pi} \cdots \int_0^{2\pi} \mu_1(\theta) \mu_2(\theta) d\theta_1 \cdots d\theta_n = \begin{cases} 1, & r_k + s_k = 0 \forall k; \\
0, & \text{otherwise,} \end{cases}
\]

and so

\[
\mathbb{E}\mu(m \Theta_1, \ldots, m \Theta_n) = \frac{1}{(2 \pi)^n} \sum_{(p_1, \ldots, p_n)} a_{(p_1, \ldots, p_n)} \int_0^{2\pi} \cdots \int_0^{2\pi} \prod_{1 \leq k \leq n} e^{i(p_k + m r_k) \theta_k} d\theta_1 \cdots d\theta_n
\]

\[
= a_{(-mr_1, \ldots, -mr_n)}.
\]

On the other hand,

\[
\mathbb{E}\mu(\Phi_1, \ldots, \Phi_n) = \frac{1}{(2 \pi)^n} \sum_{(p_1, \ldots, p_n)} a_{(p_1, \ldots, p_n)} \int_0^{2\pi} \cdots \int_0^{2\pi} \prod_{1 \leq k \leq n} e^{i(r_1 + s_1) \theta_k} d\theta_1 \cdots d\theta_n
\]

\[
= a_{(-mr_1, \ldots, -mr_n)},
\]
which completes the proof.

\[ \square \]

**Proof of Theorem 3.14** For the proof, it is more convenient to index eigenvalues starting at 0 than at 1: the eigenvalues of \( U \) are denoted \( \{ e^{\iota \theta_k} \}_{0 \leq k < n} \).

By expanding the Vandermonde determinant as a sum over permutations, the Weyl density can be written as

\[
\frac{1}{(2\pi)^n} \sum_{\sigma, \tau \in S_n} \text{sgn}(\sigma \tau^{-1}) \prod_{0 \leq k < n} e^{i(\sigma \tau^{-1}) \theta_k}.
\]

Then by Lemma 3.15, the density of the eigenvalues of \( U^m \) with respect to

\[
\frac{1}{(2\pi)^n} \sum_{\sigma, \tau \in S_n, \ m|\sigma(k)-\tau(k)} \text{sgn}(\sigma \tau^{-1}) \prod_{0 \leq k < n} e^{i\left(\frac{\sigma(k) - \tau(k)}{m}\right) \theta_k}.
\]

Making the change of index \( \ell = \tau(k) \) followed by the substitution \( \pi = \sigma \circ \tau^{-1} \) reduces this expression to

\[
\sum_{\pi \in S_n, \ m|\pi(\ell)-\ell} \text{sgn}(\pi) \prod_{0 \leq \ell < n} e^{i\left(\frac{\pi(\ell)}{m}\right) \theta_\ell}.
\]

Note that if \( \pi \in S_n \) is such that \( m \mid (\pi(\ell) - \ell) \) for all \( \ell \), then \( \pi \) permutes within conjugacy classes mod \( m \), and can therefore be identified with the \( m \) permutations it induces on those conjugacy classes. Specifically, for \( 0 \leq j < m \), define \( \pi^{(j)} \in S_{\left\lceil \frac{n}{m}\right\rceil} \) by

\[
\pi^{(j)}(k) = \frac{\pi(mk + j) - j}{m}.
\]

(Note that \( \text{sgn}(\pi) = \prod_{0 \leq j < m} \text{sgn}(\pi^{(j)}) \).)

The density of the eigenvalues of \( U^m \) can thus be factored as

\[
\sum_{\pi \in S_n, \ m|\pi(\ell)-\ell} \text{sgn}(\pi) \prod_{0 \leq \ell < n} e^{i\left(\frac{\pi(\ell)}{m}\right) \theta_\ell} = \sum_{\pi^{(j)} \in S_{\left\lceil \frac{n}{m}\right\rceil}} \cdots \sum_{\pi^{(m-1)}} \prod_{0 \leq j < m} \left( \sum_{0 \leq k < \left\lceil \frac{n}{m}\right\rceil} \text{sgn}(\pi^{(j)}) \prod_{0 \leq \ell < \left\lceil \frac{n}{m}\right\rceil} e^{i\left(\frac{\pi^{(j)}(\ell) - \ell}{m}\right) \theta_\ell} \right),
\]

which is exactly the product of the eigenvalue densities of \( U_0, \ldots, U_{m-1} \), where \( \{ U_j \}_{0 \leq j < m} \) are independent and \( U_j \) is distributed according to Haar measure on \( S \left( \left\lceil \frac{n}{m}\right\rceil \right) \). \( \square \)
Notes and References

The Weyl integration formula is laid out in detail in Weyl’s book [107]. It is discussed in varying detail and accessibility in many modern sources; I found the exposition of the unitary case in the notes [88] by Angela Pasquale particularly helpful.

The approach to the determinantal structure of the eigenvalue processes laid out in Section 3.2 follows that of chapter 5 of Katz and Sarnak’s book [63]. Many other random matrix ensembles also have eigenvalue processes which are determinantal: the GUE, the complex Wishart matrices, and the complex Ginibre ensemble all have these properties (although the real counterparts do not), as does unitary Brownian motion.

The moments of traces of Haar-distributed random matrices have an interesting combinatorial connection; namely, they are related to the so-called increasing subsequence problem, which is about the distribution of the length of the longest increasing subsequence of a random permutation. (An increasing subsequence of a permutation \( \pi \) is a sequence \( i_1 < i_2 < \cdots < i_k \) such that \( \pi(i_1) < \pi(i_2) < \cdots < \pi(i_k) \).) In [91], Rains proved the following.

**Theorem 3.16**

1. If \( U \) is distributed according to Haar measure on \( U(n) \) and \( j \in \mathbb{N} \) is fixed, then \( \mathbb{E} \left[ |\text{Tr}(U)|^2 \right] \) is equal to the number of permutations \( \pi \) of \( \{1, \ldots, j\} \) such that \( \pi \) has no increasing subsequence of length greater than \( n \).
2. If \( U \) is distributed according to Haar measure on \( O(n) \) and \( j \in \mathbb{N} \) is fixed, then \( \mathbb{E} \left[ \text{Tr}(U) \right] \) is equal to the number of permutations \( \pi \) of \( \{1, \ldots, j\} \) such that \( \pi^{-1} = \pi \), \( \pi \) has no fixed points, and \( \pi \) has no increasing subsequence of length greater than \( n \).
3. If \( U \) is distributed according to Haar measure on \( S_{2n}(2n) \) and \( j \in \mathbb{N} \) is fixed, then \( \mathbb{E} \left[ \text{Tr}(U) \right] \) is equal to the number of permutations \( \pi \) of \( \{1, \ldots, j\} \) such that \( \pi^{-1} = \pi \), \( \pi \) has no fixed points, and \( \pi \) has no decreasing subsequence of length greater than \( 2n \).

The approach taken by Rains involved expansion in terms of characters, similar to the proof of Theorem 3.11. The connection between Haar-distributed random matrices and increasing subsequence problems was further explored by Baik and Rains [7], who showed that the moments of traces of random matrices from the classical groups are equal to the dimensions of certain invariant spaces of the groups (these subspaces having a natural connection to increasing subsequence problems).

Other approaches to Theorem 3.11 have since been developed: Stolz [100].
gave an approach using invariant theory, and Hughes and Rudnick \[58\] gave an approach using cumulants, which in fact extended the range in which the matrix moments and the corresponding Gaussian moments match exactly.

In \[92\], Rains proved results analogous to Theorem 3.14 for random matrices in $\text{SO}(n)$, $\text{SO}^-(n)$ and $\text{Sp}(2n)$; they are more complicated to state because of parity issues and because of the existence of trivial eigenvalues in some cases. In fact, Rains went much further, proving analogous results for general compact Lie groups.
4
Eigenvalue distributions: asymptotics

4.1 The eigenvalue counting function

In this section we explore some of the consequences of the determinantal structure of the eigenvalue processes for the counting functions $N_D$, and in particular, for

$$N_\theta = \# \{ j : 0 \leq \theta_j \leq \theta \}.$$ 

We begin with some further background on determinantal point processes.

Some general features of determinantal point processes

The following remarkable property of certain determinantal point processes will be crucial in our analysis of the eigenvalue processes on the classical compact groups.

**Theorem 4.1** Let $\mathcal{X}$ be a determinantal point process on a compact metric measure space $(\Lambda, \mu)$ with kernel $K : \Lambda \times \Lambda \to \mathbb{C}$. Suppose that the corresponding integral operator $\mathcal{K} : L^2(\mu) \to L^2(\mu)$ defined by

$$\mathcal{K}(f)(x) = \int K(x, y)f(y) \, d\mu(y)$$

is self-adjoint, nonnegative, and trace-class with eigenvalues in $[0, 1]$. For $D \subseteq \Lambda$ measurable, let $K_D(x, y) = \mathbb{1}_D(x)K(x, y)\mathbb{1}_D(y)$ be the restriction of $K$ to $D$, and denote by $\{\lambda_k\}_{k \in A}$ the eigenvalues of the corresponding operator $\mathcal{K}_D$ on $L^2(D)$ ($A$ may be finite or countable). Let $N_D$ be the number of particles of the determinantal point process with kernel $K$ which lie in $D$. Then

$$N_D = \sum_{k \in A} \xi_{\lambda_k}.$$
where \("=\) denotes equality in distribution and the \(\xi_k\) are independent Bernoulli random variables with \(\Pr[\xi_k = 1] = \lambda_k\) and \(\Pr[\xi_k = 0] = 1 - \lambda_k\).

Identifying the counting function of a point process as a sum of independent \([0,1]-valued\) random variables opens the door to the use of countless results of classical probability theory.

To prove the theorem, we need some preliminaries about the operator \(K\) defined in (4.1). We will assume in what follows that the kernel \(K: \Lambda \times \Lambda \to \mathbb{C}\) is continuous, conjugate symmetric, and positive definite; i.e., for all \(n \in \mathbb{N}\), \(x_1, \ldots, x_n \in \Lambda\), and \(z_1, \ldots, z_n \in \mathbb{C}\),

\[
\sum_{i,j=1}^{n} K(x_i, x_j) z_i z_j \geq 0.
\]

We will also assume that that \(\Lambda\) is compact.

Under these assumptions, it is a classical result of operator theory that the operator \(K: L^2(\mu) \to L^2(\mu)\) is self-adjoint, non-negative, and trace class; i.e., if \(\{\lambda_j\}_{j \in J}\) are the eigenvalues of \(K\) (\(J\) may be finite or infinite), then \(\sum_{j \in J} \lambda_j < \infty\). (The \(\lambda_j\) are necessarily positive since \(K\) is non-negative.) Moreover, \(K\) can be diagonalized; there are orthonormal eigenfunctions \(\{\phi_j\}_{j \in J}\) of \(K\) such that, for any \(f \in L^2(\mu)\),

\[
K(f) = \sum_{j \in J} \lambda_j \langle f, \phi_j \rangle \phi_j,
\]

where the right-hand side converges in \(L^2(\mu)\) for any \(f \in L^2(\mu)\).

One can then conclude from a simple measure-theoretic argument that

\[
K(x, y) = \sum_{j \in J} \lambda_j \phi_j(x) \overline{\phi_j(y)}
\]

for \(\mu \times \mu\) almost every \((x, y)\).

If \(\lambda_j = 1\) for all \(j\), then the operator \(K\) defined by \(K\) is just orthogonal projection in \(L^2(\mu)\) onto the span of the \(\phi_j\); in this case, the following result shows that the total number of points in the process is deterministic and equal to the rank of \(K\).

**Proposition 4.2** Suppose that \(\mathcal{X}\) is a determinantal point process on \(\Lambda\) with kernel

\[
K(x, y) = \sum_{j=1}^{N} \phi_j(x) \overline{\phi_j(y)},
\]

where \(\{\phi_j\}_{j=1}^{N}\) are orthonormal in \(L^2(\mu)\). Then with probability one, \(\mathcal{N}_\Lambda = N\).
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Proof

Observe first that if

\[ K(x, y) = \sum_{j=1}^{N} \phi_j(x) \overline{\phi}_j(y), \]

then for any \( n \in \mathbb{N} \) and

\[ [K(x_i, x_j)]_{1 \leq i, j \leq n} = \Phi \Phi^*, \]

where \( \Phi = [\phi_j(x_i)]_{1 \leq j \leq N} \in M_n(\mathbb{C}) \). In particular, if \( n > N \), then \( \det([K(x_i, x_j)]_{1 \leq i, j \leq n}) = 0 \), since \( \Phi \Phi^* \) has rank at most \( N \), and thus \( N_A \leq N \). But also,

\[ \mathbb{E} N_A = \int_{\Lambda} K(x, x) d\mu(x) = \sum_{j=1}^{N} \int_{\Lambda} |\phi_j(x)|^2 d\mu(x) = N. \]

□

In the context of eigenvalue processes, we began with point processes and found them to be determinantal with explicitly described kernels. To prove Theorem 4.1, we will need to go in the other direction; namely, start with a kernel and from it get a point process. Recall that, by the results of Macchi and Soshnikov, this is always possible as long as the corresponding operator \( K \) is self-adjoint, trace class, and has all eigenvalues in \([0, 1]\).

Proof of Theorem 4.1

First observe that it suffices to prove the Theorem when \( D = \Lambda \), since if \( K \) defines a self-adjoint, nonnegative trace-class operator with eigenvalues in \([0, 1]\), so does \( K_D \).

Suppose that \( K \) is a finite-rank operator; i.e.,

\[ K(x, y) = \sum_{j=1}^{N} \lambda_j \phi_j(x) \overline{\phi}_j(y) \]

for some finite \( N \). Define a randomized version of \( K \) by

\[ K_I(x, y) = \sum_{j=1}^{N} I_j \lambda_j \phi_j(x) \overline{\phi}_j(y), \]

where \( \{I_j\}_{j=1}^{N} \) are independent Bernoulli random variables, with \( \mathbb{P}[I_j = 1] = \lambda_j \) and \( \mathbb{P}[I_j = 0] = 1 - \lambda_j \).

Let \( \mathcal{X}_I \) denote the point process on \( \Lambda \) with kernel \( K_I \); i.e., a random set of points constructed by first sampling the \( I_j \) to determine a kernel \( K_I \), then sampling from the point process with kernel \( K_I \). We will show that \( \mathcal{X}_I \) has the same \( k \)-point correlation functions as \( \mathcal{X} \), the point process defined by \( K \).

Once we have shown this, the proof is completed as follows. Observe that
$K_j$ defines a projection operator. Specifically, $X_j$ is orthogonal projection onto the span of those $\phi_j$ for which $I_j = 1$, and so the rank of $X_j$ is $\sum_{j=1}^N I_j$. It thus follows from Proposition 4.2 that

$$|X| \overset{d}{=} |X_j| = \sum_{j=1}^N I_j.$$ 

We now show that the kernels $K$ and $K_j$ define the same point processes. Note that, as in the proof of Proposition 4.2 above, if $n \in \mathbb{N}$ and

$$C = [K(x_i, x_j)]_{i,j \in \mathbb{N}} \quad C_I = [K_I(x_i, x_j)]_{i,j \in \mathbb{N}},$$

then $C = \Phi \text{ diag}(I_1, \ldots, I_N) \Phi^*$ and $C_I = \Phi \text{ diag}(I_1, \ldots, I_N) \Phi^*$, where $\Phi = [\phi_j(x_i)]_{i,j \in \mathbb{N}} \in \mathbb{M}_{nN}(\mathbb{C})$. In particular, if $n > N$, then $\det(C) = \det(C_I) = 0$, since both matrices have rank at most $N$.

For $n \leq N$, we must show that $\mathbb{E} \det(C_I) = \det(C)$, for which we use the Cauchy-Binet formula: for $C = AB$,

$$\det(C) = \sum_{i_1, \ldots, i_k \leq N} \det(A_{i_1, i_2, \ldots, i_k}) \det(B_{i_1, i_2, \ldots, i_k}),$$

where $[n] := \{1, \ldots, n\}$ and for sets of indices $K_1, K_2, A_{K_1, K_2}$ denotes the matrix gotten from $A$ by deleting all rows except those with indices in $K_1$ and all columns except those with indices in $K_2$. By multilinearity and independence,

$$\mathbb{E} \det((\Phi \text{ diag}(I_1, \ldots, I_N))_{[a], [b], \ldots, [b]}) = \mathbb{E} [I_{a_1} \cdots I_{a_k} \det(\Phi_{[a], [b], \ldots, [b]})]$$

$$= \lambda_{a_1} \cdots \lambda_{a_k} \det(\Phi_{[a], [b], \ldots, [b]})$$

$$= \det((\Phi \text{ diag}(I_1, \ldots, I_N))_{[a], [b], \ldots, [b]}).$$

The result now follows from the Cauchy-Binet formula.

If $K(x, y) = \sum_{j=1}^\infty \lambda_j \phi_j(x) \overline{\phi_j(y)}$ so that $\mathcal{K}$ is not a finite-rank operator, we consider truncated kernel

$$K_N(x, y) = \sum_{j=1}^N \lambda_j \phi_j(x) \overline{\phi_j(y)}$$

corresponding to a rank $N$ approximation of $\mathcal{K}$. Fix $n \in \mathbb{N}$; the argument above shows that for $x_1, \ldots, x_n \in \Lambda$,

$$\mathbb{E} \det([K_N(x_i, x_j)])_{i,j \in \mathbb{N}} = \det([K_N(x_i, x_j)])_{i,j \in \mathbb{N}},$$

where $K_{N,j}$ denotes the randomized version of $K_N$, with the $\lambda_j$ replaced with i.i.d. Bernoulli random variables. By continuity of the determinant,

$$\det([K(x_i, x_j)])_{i,j \in \mathbb{N}} = \lim_{N \to \infty} \det([K_N(x_i, x_j)])_{i,j \in \mathbb{N}}$$
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for all $x_1, \ldots, x_n \in \Lambda$ such that the sequences $\{\phi_j(x_i)\}_{j \geq 1}$ are square-summable (which is $\mu$ almost all of them). That is, we only need to show that

$$\mathbb{E}\left(\lim_{N \to \infty} \det [K_{Nj}(x_i, x_j)]_{1 \leq i, j \leq n}\right) = \lim_{N \to \infty} \mathbb{E}\det [K_{Nj}(x_i, x_j)]_{1 \leq i, j \leq n}$$

(4.2)

for $\mu$ almost every $x_1, \ldots, x_n$.

By the Cauchy-Binet formula again,

$$\det [K_{Nj}(x_i, x_j)]_{1 \leq i, j \leq n} = \sum_{1 \leq k_1 < \cdots < k_n \leq N} \det (\Phi D_i)_{[n]} \det (\Phi^*_{[k_1, \ldots, k_n]}),$$

where $\Phi$ is the half-infinite array with $i$-th entry $\phi_j(x_i)$ (where $1 \leq i \leq n$ and $j \geq 1$), and $D_i = \text{diag}(I_1, I_2, \ldots)$. By multilinearity, this is

$$\sum_{1 \leq k_1 < \cdots < k_n \leq N} I_{k_1} \cdots I_{k_n} \left| \det (\Phi D_i)_{[n]} \right|^2,$$

which is increasing in $N$ for each choice of $I_1, I_2, \ldots$. The interchange of limit and expectation in (4.2) thus follows from the monotone convergence theorem.

The proof that the number of points in the process is a sum of independent Bernoulli random variables now follows as before: the fact that $\mathcal{K}$ is trace-class implies that with probability one, only finitely many $I_j$ are non-zero. $\square$

The following formulae are quite useful in analyzing the counting functions of determinantal point processes.

**Lemma 4.3** Let $K : \Lambda \times \Lambda \to \mathbb{C}$ be a continuous kernel such that the corresponding operator on $L^2(\mu)$ is a trace-class orthogonal projection. For $D \subseteq \Lambda$, denote by $N_D$ the number of particles of the determinantal point process with kernel $K$ which lie in $D$. Then

$$\mathbb{E}N_D = \int_D K(x, x) \, d\mu(x)$$

and

$$\text{Var} N_D = \int_D \int_D \left| K(x, y) \right|^2 \, d\mu(x) \, d\mu(y).$$

**Proof** The first statement is trivial. For the second, observe that if $N$ is the (deterministic) total number of points in $\Lambda$

$$\mathbb{E}\left[ N_D^2 \right] = \mathbb{E} [N_D(N - N_D)] = N \mathbb{E} N_D - \mathbb{E} [N_D N_D].$$
Now,
\[
\mathbb{E}[N_D N_{D'}] = \int_D \int_{D'} \rho_2(x, y) d\mu(x) d\mu(y) \\
= \int_D \int_{D'} [K(x, x)K(y, y) - K(x, y)K(y, x)] d\mu(x) d\mu(y) \\
= \mathbb{E}N_D\mathbb{E}N_{D'} - \int_D \int_{D'} |K(x, y)|^2 d\mu(x) d\mu(y),
\]
using the fact that \(K(y, x) = \overline{K(x, y)}\). Making use again of the relation \(N_D = N - N_{D'}\), we have from above that
\[
\mathbb{E}[N_D^2] = (\mathbb{E}N_D)^2 + \int_D \int_{D'} |K(x, y)|^2 d\mu(x) d\mu(y),
\]
and the variance formula follows. \(\square\)

**Exercise 4.4** Confirm that the kernels \(K_n\) and \(L_n\) of Propositions 3.7 and 3.9 satisfy the conditions of the lemma.

The following lemma, whose proof we omit, relates the limiting behavior of the counting functions of a sequence of determinantal point processes on \(\mathbb{R}\) to the counting functions of a limiting process, when there is convergence of the corresponding kernels.

**Lemma 4.5** Let \(\{K_N(x, y)\}_{N \in \mathbb{N}}\) be a sequence of kernels of determinantal point processes, and suppose that there is a kernel \(K(x, y)\) such that \(K_N(x, y) \to K(x, y)\) uniformly on compact sets. Let \(N_N(\cdot)\) denote the counting function of the process with kernel \(K_N\) and \(N(\cdot)\) the counting function of the process with kernel \(K\). Let \(m \in \mathbb{N}\) and let \(\{D_i\}_{i=1}^m\) be a finite collection of compact disjoint subsets of \(\mathbb{R}\). Then the random vector \((N_N(D_1), \ldots, N_N(D_m))\) converges in distribution to the random vector \((N(D_1), \ldots, N(D_m))\).

For a proof, see [1, Section 4.2.8].

**Asymptotics for the eigenvalue counting function**

We now return to the counting functions of the eigenvalue processes on the classical compact groups. Consider the sine kernel
\[
K(x, y) = \frac{\sin(\pi(x - y))}{\pi(x - y)}
\]
on \(\mathbb{R}\). The sine kernel is the kernel, with respect to Lebesgue measure, of an unbounded determinantal point process on \(\mathbb{R}\) called the sine kernel process. The most classical result on the asymptotics of the eigenvalue counts is that,
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when suitably rescaled, they converge to the sine kernel process as the matrix size tends to infinity, as follows.

**Theorem 4.6** Let \( \{x_1, \ldots, x_N\} \) be the nontrivial eigenangles of a random matrix distributed according to Haar measure in one of \( \cup (N), \SO(2N), \SO^-(2N + 2), \SO(2N + 1), \SO^-(2N + 1), \) or \( \Sp(2N) \), recentered and rescaled to lie in \( \left[ -\frac{N}{2}, \frac{N}{2} \right] \). For a compact set \( D \subseteq \mathbb{R} \), let

\[
N^{(N)}(D) := \# \{ j : x_j \in D \}.
\]

Let \( \chi \) denote the sine kernel process on \( \mathbb{R} \) and let \( S(D) \) denote the number of points of \( \chi \) in \( D \).

For any collection \( \{D_1, \ldots, D_m\} \) of compact disjoint subsets of \( \mathbb{R} \), the random vector \( (N^{(N)}(D_1), \ldots, N^{(N)}(D_m)) \) converges in distribution to the random vector \( (S(D_1), \ldots, S(D_m)) \).

**Proof** In each case, this is an easy consequence of Lemma 4.5. First consider the unitary case: let \( \theta_1, \ldots, \theta_N \) be the angles of the eigenvalues of a random unitary matrix. By a change of variables, the kernel for the recentered, rescaled process \( \left\{ \frac{N \theta_1}{\pi} - \frac{N}{2}, \ldots, \frac{N \theta_N}{\pi} - \frac{N}{2} \right\} \) on \( \left[ -\frac{N}{2}, \frac{N}{2} \right] \) is given by

\[
\frac{1}{N} \sin(\pi(x - y)) \sin\left( \frac{\pi(x - y)}{N} \right) \rightarrow \sin(\pi(x - y)) \pi(x - y)
\]
as \( N \to \infty \), uniformly on compact sets.

Next consider the case of \( \SO(2N) \). Let \( \{\theta_1, \ldots, \theta_N\} \subseteq [0, \pi] \) denote the nontrivial eigenangles. Again by changing variables, the kernel for the recentered, rescaled process \( \left\{ \frac{N \theta_1}{\pi} - \frac{N}{2}, \ldots, \frac{N \theta_N}{\pi} - \frac{N}{2} \right\} \) on \( \left[ -\frac{N}{2}, \frac{N}{2} \right] \) is

\[
\frac{1}{N} \left( \frac{\pi}{N} x + \frac{\pi}{2}, \frac{\pi}{N} x + \frac{\pi}{2} \right) = \sin \left( \frac{1}{N} \pi(x - y) \right) + \sin \left( \frac{1}{N} \pi(x + y) + N\pi - \frac{\pi}{2} \right)
\]

\[
\frac{2N \sin \left( \frac{\pi(x - y)}{2N} \right)}{2N \sin \left( \frac{\pi(x + y)}{2N} \right)} = \sin \left( \frac{1}{N} \pi(x - y) \right) - \cos \left( \frac{1}{N} \pi(x + y) + N\pi \right)
\]

which again tends to the sine kernel uniformly on compact sets.

The remaining cases are essentially identical.

We now specialize to the counting functions for arcs:

\[
N_\theta = \# \{ j : 0 \leq \theta_j \leq \theta \},
\]
where as usual $\theta$ varies over $[0, 2\pi]$ in the unitary case and $\theta \in [0, \pi]$ in all other cases.

We begin by using Lemma 4.3 to calculate means and variances.

**Proposition 4.7**

1. Let $U$ be uniform in $\mathbb{U}(N)$. For $\theta \in [0, 2\pi)$, let $N_\theta$ be the number of eigenvalues angles of $U$ in $[0, \theta)$. Then

$$\mathbb{E}N_\theta = \frac{N\theta}{2\pi}.$$ 

2. Let $U$ be uniform in one of $\mathbb{SO}(2N), \mathbb{SO}^{-}(2N + 2), \mathbb{SO}(2N + 1), \mathbb{SO}^{-}(2N + 1)$, or $\mathbb{Sp}(2N)$. For $\theta \in [0, \pi)$, let $N_\theta$ be the number of nontrivial eigenvalue angles of $U$ in $[0, \theta)$. Then

$$\left| \mathbb{E}N_\theta - \frac{N\theta}{\pi} \right| < 1.$$

**Proof** The equality for the unitary group follows from symmetry considerations, or immediately from Proposition 3.9 and Lemma 4.3.

In the case of $\mathbb{Sp}(2N)$ or $\mathbb{SO}^{-}(2N + 2)$, by Proposition 3.7 and Lemma 4.3,

$$\mathbb{E}N_\theta = \frac{1}{\pi} \int_0^\theta \sum_{j=1}^N 2 \sin^2(jx) \, dx = \frac{N\theta}{\pi} - \frac{1}{2\pi} \sum_{j=1}^N \frac{\sin(2j\theta)}{j}.$$

Define $a_0 = 0$ and $a_j = \sum_{k=1}^j \sin(2k\theta)$, and let $b_j = \frac{1}{j+1}$. Then by summation by parts,

$$\sum_{j=1}^N \frac{\sin(2j\theta)}{j} = \frac{a_N}{N+1} + \sum_{j=1}^{N-1} \frac{a_j}{j(j+1)}.$$

Trivially, $|a_N| \leq N$. Now observe that

$$a_j = \text{Im} \left[ \sum_{k=1}^j e^{2ik\theta} \right] = \text{Im} \left[ e^{2i\theta} \frac{e^{2j\theta} - 1}{e^{2\theta} - 1} \right] = \text{Im} \left[ e^{i(j+1)\theta} \frac{\sin(j\theta)}{\sin(\theta)} \right] = \frac{\sin((j+1)\theta) \sin(j\theta)}{\sin(\theta)}.$$

Since $|a_j|$ is invariant under the substitution $\theta \mapsto \pi - \theta$, it suffices to assume that $0 < \theta \leq \pi/2$. In that case $\sin(\theta) \geq 2\theta/\pi$, and so

$$\sum_{j=1}^{N-1} \frac{|a_j|}{j(j+1)} \leq \frac{\pi}{2\theta} \left[ \sum_{1 \leq j \leq 1/\theta} \theta^2 + \sum_{1/\theta < j \leq N-1} \frac{1}{j(j+1)} \right].$$

Clearly, $\sum_{1 \leq j \leq 1/\theta} \theta^2 \leq \theta$. For the second term, note that

$$\sum_{1/\theta < j \leq N-1} \frac{1}{j(j+1)} = \sum_{1/\theta < j \leq N-1} \left( \frac{1}{j} - \frac{1}{j+1} \right) = \frac{1}{1/\theta} - \frac{1}{N+1}.$$
where $j_0$ denotes the first index in the sum. That is,

$$
\sum_{j=1}^{N-1} \left| a_j \right| \leq \frac{\pi}{2\theta} (\theta + \theta) = \pi.
$$

All together,

$$
\left| \mathbb{E} N_{\theta} - \frac{N\theta}{\pi} \right| \leq \frac{1 + \pi}{2\pi}.
$$

The other cases are handled similarly. \(\square\)

**Proposition 4.8** Let $U$ be uniform in one of $\mathbb{U}(N)$, $\mathbb{SO}(2N)$, $\mathbb{SO}^-(2N+2)$, $\mathbb{SO}(2N+1)$, $\mathbb{SO}^-(2N+1)$, or $\mathbb{Sp}(2N)$. For $\theta \in [0, 2\pi)$ (in the unitary case) or $\theta \in [0, \pi)$ (in all other cases), let $N_\theta$ be the number of eigenvalue angles of $U$ in $[0, \theta)$. For each group or coset, there is a constant $c$ depending only on the group or coset, such that

$$
\text{Var} N_{\theta} \leq c (\log N + 1).
$$

**Proof** We treat the unitary case, which is the simplest, first. Note that if $\theta \in (\pi, 2\pi)$, then $N_\theta = N - N_{2\pi - \theta}$, and so it suffices to assume that $\theta \leq \pi$. By Proposition 3.9 and Lemma 4.3,

$$
\text{Var} N_{\theta} = \frac{1}{4\pi^2} \int_0^\theta \int_0^{2\pi} S_N(x-y)^2 \, dx \, dy = \frac{1}{4\pi^2} \int_0^\theta \int_{\theta-y}^{2\pi} \frac{\sin^2 \left( \frac{Nz}{2} \right)}{\sin^2 \left( \frac{z}{2} \right)} \, dz \, dy
$$

$$
= \frac{1}{4\pi^2} \left[ \int_0^\theta z \sin^2 \left( \frac{Nz}{2} \right) \, dz + \int_{\theta-y}^{2\pi} \theta \sin^2 \left( \frac{Nz}{2} \right) \, dz + \int_{2\pi-\theta}^{2\pi} (2\pi - z) \sin^2 \left( \frac{Nz}{2} \right) \, dz \right]
$$

$$
= \frac{1}{2\pi^2} \left[ \int_0^\theta z \sin^2 \left( \frac{Nz}{2} \right) \, dz + \int_0^{\pi} \theta \sin^2 \left( \frac{Nz}{2} \right) \, dz \right],
$$

where the third equality follows by changing the order of integration and evaluating the resulting inner integrals. For the first integral, since $\sin \left( \frac{z}{2} \right) \geq \frac{z}{2}$ for all $z \in [0, \theta]$, if $\theta > \frac{\pi}{N}$, then

$$
\int_0^\theta \frac{z \sin^2 \left( \frac{Nz}{2} \right)}{\sin^2 \left( \frac{z}{2} \right)} \, dz \leq \int_0^{\pi/2} (\pi N)^2 \frac{z}{4} \, dz + \int_{\pi/2}^\theta \frac{z^2}{2} \, dz = \frac{\pi^2}{16} (1 + \log(N) + \log(\theta)).
$$

If $\theta \leq \frac{1}{N}$, there is no need to break up the integral and one simply has the bound
Similarly, if $\theta < \frac{1}{N}$, then

$$
\int_0^\pi \frac{\theta \sin^2 \left( \frac{\pi z}{2} \right)}{\sin^2 \left( \frac{\pi}{2} \right)} \, dz \leq \int_0^\pi \frac{\theta (\pi N)^2}{4} \, dz + \int_0^\pi \frac{\pi^2 \theta}{2} \, dz
$$

$$
= \frac{\pi^2 \theta N}{4} (1 - N\theta) + \pi^2 N\theta - \pi\theta \leq \frac{5\pi^2}{4};
$$

if $\theta \geq \frac{1}{N}$, there is no need to break up the integral and one simply has a bound of $\pi^2$.

All together,

$$\text{Var} N_\theta \leq \log(N) + \frac{11}{16}.$$

The remaining cases are similar but more complicated, since the remaining kernels from Proposition 3.9 are sums of two terms. We will sketch the proof for $\text{SO}(2N)$ and leave filling in the details and treating the remaining cases as exercises for the extremely dedicated reader.

Let $\theta \in [0, \pi]$; by Proposition 3.9 and Lemma 4.3

$$\text{Var} N_\theta = \frac{1}{4\pi^2} \int_0^\pi \int_0^\pi \left( S_{2N-1}(x - y) + S_{2N-1}(x + y) \right)^2 \, dx \, dy$$

$$= \frac{1}{4\pi^2} \left\{ \int_0^\pi \int_0^\pi \left[ S_{2N-1}(x - y) \right]^2 \, dx \, dy + \int_0^\pi \int_0^\pi \left[ S_{2N-1}(x + y) \right]^2 \, dx \, dy \right\} + 2 \int_0^\pi \int_0^\pi S_{2N-1}(x - y) S_{2N-1}(x + y) \, dx \, dy$$

Note that the integrals are invariant under the simultaneous substitutions $s = \pi - x$ and $t = \pi - y$, and so we may assume that $\theta \in \left[ 0, \frac{\pi}{2} \right]$.

Now, the first term is essentially identical to the unitary case and is bounded in the same way by $\frac{13}{12} + \frac{1}{4} \log(2N - 1)$.

The final term is similar, but easier; one simply lets $z = x + y$, changes the order of integration, and bounds the resulting integrals as in the unitary case.

The numerator can be bounded by 1 in all cases, and the resulting bound on the third term is a constant, independent of $N$. 
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For the cross term, making the substitutions $z = x + y$ and $w = x - y$ yields

\[
\int_0^\theta \int_0^{\pi} S_{2N-1}(x - y)S_{2N-1}(x + y) dx dy
\]

\[
= \int_0^{2\theta} \int_{2\theta - z}^{\infty} \frac{\sin \left(\frac{2N-1}{2}z\right) \sin \left(\frac{2N-1}{2}w\right)}{\sin \left(\frac{\theta}{2}\right) \sin \left(\frac{\theta}{2}\right)} dw dz
\]

\[
+ \int_{2\theta}^{\pi} \int_{z-2\theta}^{\infty} \frac{\sin \left(\frac{2N-1}{2}z\right) \sin \left(\frac{2N-1}{2}w\right)}{\sin \left(\frac{\theta}{2}\right) \sin \left(\frac{\theta}{2}\right)} dw dz \tag{4.3}
\]

\[
+ \int_{\pi}^{\pi+\theta} \int_{z-2\theta}^{\pi} \frac{\sin \left(\frac{2N-1}{2}z\right) \sin \left(\frac{2N-1}{2}w\right)}{\sin \left(\frac{\theta}{2}\right) \sin \left(\frac{\theta}{2}\right)} dw dz.
\]

To handle the first summand, first observe that $w \leq z \leq 2\theta \leq \pi$, and so

\[
\sin \left(\frac{\theta}{2}\right) \sin \left(\frac{w}{2}\right) \geq \frac{2w}{\pi^2}.
\]

Evaluating the resulting inner integral, if $\frac{1}{2N-1} \leq 2\theta - z$, estimating the numerator by 1 yields

\[
\int_{2\theta - z}^{\infty} \frac{\sin \left(\frac{2N-1}{2}w\right)}{w} dw \leq \log(z) - \log(2\theta - z) \leq \log(\theta) + \log(2N - 1).
\]

If $2\theta - z \leq \frac{1}{2N-1} \leq z$, then using the estimate $\sin(x) \leq x$ in the first part of the interval and $\sin(x) \leq 1$ in the second part yields

\[
\int_{2\theta - z}^{\infty} \frac{\sin \left(\frac{2N-1}{2}w\right)}{w} dw \leq \int_{2\theta - z}^{\pi} \frac{2N - 1}{2} dw + \int_{\pi}^{\infty} \frac{1}{w} dw
\]

\[
\leq \frac{1}{2} + \log(z) + \log(2N - 1) \leq \frac{1}{2} + \log(\theta) + \log(2N - 1).
\]

Finally, if $z \leq \frac{1}{2N-1}$, then using the estimate $\sin(x) \leq x$ yields

\[
\int_{2\theta - z}^{\infty} \frac{\sin \left(\frac{2N-1}{2}w\right)}{w} dw \leq \int_{2\theta - z}^{\infty} \frac{2N - 1}{2} dw = \left(\frac{2N - 1}{2}\right) \left(2z - 2\theta\right) \leq 1.
\]

The first term of (4.3) is thus bounded by

\[
\pi^2 \int_0^{2\theta} \left[\frac{1}{2} + \log(\pi) + \log(2N - 1)\right] \frac{\sin \left(\frac{2N-1}{2}z\right)}{z} dz
\]

\[
\leq \pi^2 \left[\frac{1}{2} + \log(\pi) + \log(2N - 1)\right] \int_0^{2\theta} \frac{1}{z} dz
\]

\[
= \pi^2 \left[\frac{1}{2} + \log(\pi) + \log(2N - 1)\right] \log(2).
\]
For the second term, if $\frac{1}{2N-1} \leq z - 2\theta$, then the inner integral is

$$\int_{z-2\theta}^c \frac{\sin\left(\frac{2N-1}{2}z\right)}{w} \sin\left(\frac{2N-1}{2}w\right) dw \leq \int_{z-2\theta}^c \frac{1}{w} dw = \log(z) - \log(z - 2\theta) = \log\left(1 + \frac{2\theta}{z - 2\theta}\right).$$

The right-most expression is a decreasing function of $z$, and so it is maximized in this regime for $z = \frac{1}{2N-1} + 2\theta$; that is, if $\frac{1}{2N-1} \leq z - 2\theta$, then

$$\int_{z-2\theta}^c \frac{\sin\left(\frac{2N-1}{2}z\right)}{w} \sin\left(\frac{2N-1}{2}w\right) dw \leq \log\left(\frac{1}{2N-1} + 2\theta\right) + \log(2N-1) = \log(1 + 2\theta(2N-1)).$$

If $z - 2\theta \leq \frac{1}{2N-1} \leq z$, then breaking up the integral as above yields

$$\int_{z-2\theta}^c \frac{\sin\left(\frac{2N-1}{2}z\right)}{w} \sin\left(\frac{2N-1}{2}w\right) dw \leq \int_{z-2\theta}^{\frac{1}{2N-1}} \left(\frac{2N-1}{2}\right) dw + \int_{\frac{1}{2N-1} + 2\theta}^c \frac{1}{w} dw \leq \frac{1}{2} + \log(z) + \log(2N-1) = \frac{1}{2} + \log(z(2N-1)).$$

If $z \leq \frac{1}{2N-1}$, then

$$\int_{z-2\theta}^c \frac{\sin\left(\frac{2N-1}{2}z\right)}{w} \sin\left(\frac{2N-1}{2}w\right) dw \leq \int_{z-2\theta}^{\frac{1}{2N-1}} \left(\frac{2N-1}{2}\right) dw = 2\theta \left(\frac{2N-1}{2}\right) \leq 2z \left(\frac{2N-1}{2}\right) \leq 1.$$

If $2\theta < \frac{1}{2N-1}$, then the second term of (4.3) is bounded using all three estimates above:

$$\int_{2\theta}^c \int_{z-2\theta}^c \frac{\sin\left(\frac{2N-1}{2}z\right)}{w} \sin\left(\frac{2N-1}{2}w\right) dwdz \leq \pi^2 \int_{2\theta}^c \frac{\sin\left(\frac{2N-1}{2}z\right)}{z} dz$$

$$+ \pi^2 \int_{2\theta}^c \frac{1}{z} + \log(z(2N-1)) \sin\left(\frac{2N-1}{2}z\right) dz$$

$$+ \pi^2 \log(2\theta(2N-1) + 1) \int_{2\theta}^c \frac{\sin\left(\frac{2N-1}{2}z\right)}{z} dz.$$

Now,

$$\int_{2\theta}^c \frac{\sin\left(\frac{2N-1}{2}z\right)}{z} dz \leq \left(\frac{2N-1}{2}\right) \left(\frac{1}{2N-1 - 2\theta}\right) \leq \frac{1}{2}.$$
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\[
\int_{\frac{\pi}{2N-1}}^{\frac{\pi}{2N-1}+2\theta} \left[ \frac{1}{2} + \log \left( \frac{z(2N-1)}{2} \right) \right] \sin \left( \frac{(2N-1)z}{2} \right) \frac{dz}{z} \leq \left( \frac{2N-1}{2} \right) \theta + \int_{1}^{1+2\theta(2N-1)} \frac{\log(s)}{s} ds \leq \frac{1}{4} + \frac{\log^2(1 + 2\theta(2N - 1))}{2} \leq \frac{1}{4} + \frac{\log^2(2)}{2}.
\]

Finally,

\[
\log(2\theta(2N - 1) + 1) \int_{\frac{\pi}{2N-1}+2\theta}^{\pi} \sin \left( \frac{(2N-1)z}{2} \right) \frac{dz}{z} \leq \log(2) \int_{\frac{\pi}{2N-1}+2\theta}^{\pi} \frac{1}{z} dz \leq \log(2) \left[ \log(\pi) + \log(2N - 1) \right],
\]

and so in the case that \(2\theta < \frac{1}{2N-1}\), the second term of (4.3) is bounded by \(c \log(2N - 1)\).

If \(2\theta \geq \frac{1}{2N-1}\), then from the estimates above,

\[
\int_{2\theta}^{\pi} \int_{z-2\theta}^{\pi} \sin \left( \frac{(2N-1)z}{2} \right) \sin \left( \frac{(2N-1)w}{2} \right) dwdz \leq \pi^2 \int_{2\theta}^{\pi} \left[ \frac{1}{2} + \log(z(2N-1)) \right] \frac{1}{z} dz + \int_{2\theta}^{\frac{\pi}{2N-1}} \log \left( 1 + \frac{2\theta}{z-2\theta} \right) \frac{1}{z} dz.
\]

For the first term,

\[
\int_{2\theta}^{\frac{\pi}{2N-1}} \left[ \frac{1}{2} + \log(z(2N-1)) \right] \frac{1}{z} dz \leq \left[ \frac{1}{2} + \log(2\theta(2N - 1) + 1) \right] \log \left( 1 + \frac{1}{\theta(2N - 1)} \right)
\]

\[
\leq \left[ \frac{1}{2} + \log(\pi(2N - 1) + 1) \right] \log(3).
\]

For the second term, using the fact that \(\log \left( 1 + \frac{2\theta}{z-2\theta} \right)\) is decreasing as a function of \(z\),

\[
\int_{2\theta}^{\frac{\pi}{2N-1}} \log \left( 1 + \frac{2\theta}{z-2\theta} \right) \frac{1}{z} dz \leq \log \left( 1 + 2\theta(2N - 1) \right) \int_{2\theta}^{\frac{\pi}{2N-1}} \frac{1}{z} dz + \log \left( 1 + \frac{2\theta}{2\theta + \frac{1}{2N-1}} \right) \int_{\frac{\pi}{2N-1}}^{\pi} \frac{1}{z} dz \leq \log \left( 1 + 2\theta(2N - 1) \right) \log(2) + \log(2) \left[ \log(\pi) - \log \left( 4\theta + \frac{2}{2N-1} \right) \right] = \log(2) \log \left( \frac{\pi}{2} \right) + \log(2) \log(2N - 1),
\]
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Finally, the third term of (4.3) is
\[
\int_\pi^{\pi+\theta} \int_{z-2\theta}^{z+2\pi} \frac{\sin \left( \frac{(2N-1)z}{2} \right) \sin \left( \frac{(2N-1)w}{2} \right)}{\sin \left( \frac{z}{2} \right) \sin \left( \frac{w}{2} \right)} \, dw \, dz
\]
\[
\leq \sqrt{\frac{2N}{\pi}} \int_\pi^{\pi+\theta} \int_{z-2\theta}^{z+2\pi} \frac{\sin \left( \frac{(2N-1)w}{2} \right)}{w} \, dw \, dz,
\]

since \( \frac{z}{2} \in \left[ \frac{\pi}{2}, \frac{3\pi}{4} \right] \) and thus \( \sin \left( \frac{z}{2} \right) \geq \frac{1}{\sqrt{2}} \).

Now, if \( \frac{1}{2N-1} \leq z - 2\theta \), then
\[
\int_{z-2\theta}^{z+2\pi} \frac{\sin \left( \frac{(2N-1)w}{2} \right)}{w} \, dw \leq \log(2\pi - z) - \log(z - 2\theta) \leq \log(2\pi) + \log(2N - 1),
\]
and if \( z - 2\theta \leq \frac{1}{2N-1} \leq 2\pi - z \), then
\[
\int_{z-2\theta}^{z+2\pi} \frac{\sin \left( \frac{(2N-1)w}{2} \right)}{w} \, dw \leq \int_{z-2\theta}^{2\pi} \frac{2N - 1}{2} \, dw + \int_{2\pi}^{z+2\pi} \frac{1}{w} \, dw
\]
\[
\leq \frac{1}{2} + \log(2\pi) + \log(2N - 1),
\]
and so
\[
\int_\pi^{\pi+\theta} \int_{z-2\theta}^{z+2\pi} \frac{\sin \left( \frac{(2N-1)z}{2} \right) \sin \left( \frac{(2N-1)w}{2} \right)}{\sin \left( \frac{z}{2} \right) \sin \left( \frac{w}{2} \right)} \, dw \, dz
\]
\[
\leq \frac{\pi^2}{\sqrt{2}} \left[ \frac{1}{2} + \log(2\pi) + \log(2N - 1) \right].
\]

□

Having suffered through the analysis above, we find ourselves in a strong position: the eigenvalue counting function \( N_\theta \) of a random matrix from one of the classical compact groups is the sum of independent Bernoulli random variables, with explicit estimates on the mean and variance. We can thus bring all the results of classical probability to bear, starting with the central limit theorem.

**Theorem 4.9** Let \( N_\theta \) denote the eigenvalue counting function for a random matrix distributed in one of \( U(N), \text{SO}(2N), \text{SO}^-(2N+2), \text{SO}(2N+1), \text{SO}^-(2N+1), \) or \( \mathfrak{sp} (2N) \), where \( \theta \in [0,2\pi) \) for \( U(N) \) and \( \theta \in [0,\pi) \) otherwise. Then
\[
\lim_{N \to \infty} \mathbb{P} \left[ \frac{N_\theta - \mathbb{E}N_\theta}{\text{Var}(N_\theta)} \leq t \right] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{t} e^{-x^2/2} \, dx.
\]
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Proof  Recall the Lindeberg central limit theorem: if for each \( n \), \( \{\xi_i\}_{i=1}^{n} \) are independent centered random variables with \( s_n^2 = \text{Var} \left( \sum_{i=1}^{n} \xi_i \right) \), then \( \sum_{i=1}^{n} \xi_i \) satisfies a central limit theorem if for each \( \epsilon > 0 \),

\[
\lim_{n \to \infty} \frac{1}{s_n^2} \sum_{i=1}^{n} \mathbb{E} \left[ \xi_i^2 \mathbb{1}_{|\xi_i| \geq \epsilon} \right] = 0. \tag{4.4}
\]

If \( N_\theta \overset{d}{=} \sum_{j=1}^{N} \eta_j \) with the \( \eta_j \) independent Bernoulli random variables as in Theorem 4.1, then taking \( \xi_j = \eta_j - \mathbb{E} \eta_j \), the Lindeberg condition (4.4) is trivially satisfied: since \( s_n \sim \sqrt{\log(n)} \) and the \( \xi_i \) are bounded, the expectations inside the sum are all zero for \( n \) large enough. \( \square \)

Another classical result which is perhaps less familiar but will play an important role in later sections is the following.

Theorem 4.10 (Bernstein’s inequality)  Let \( \{X_j\}_{j=1}^{n} \) be independent random variables such that, for each \( j \), \( |X_j| \leq 1 \) almost surely. Let \( S_n := \sum_{j=1}^{n} X_j \) and let \( \sigma^2 = \text{Var} \left( \sum_{j=1}^{n} X_j \right) \). Then for all \( t > 0 \),

\[
\mathbb{P} \left[ |S_n - \mathbb{E}[S_n]| > t \right] \leq 2 \exp \left( -\frac{3t^2}{6\sigma^2 + 2t} \right).
\]

Applying Bernstein’s inequality to the eigenvalue counting functions and using the estimates for the mean and variance obtained above gives the following.

Theorem 4.11  Let \( N_\theta \) denote the eigenvalue counting function for a random matrix distributed in one of \( \mathbb{U}(N) \), \( \mathbb{SO}(2N) \), \( \mathbb{SO}^{-}(2N + 2) \), \( \mathbb{SO}(2N + 1) \), \( \mathbb{SO}^{-}(2N + 1) \), or \( \mathbb{Sp}(2N) \), where \( \theta \in [0, \, 2\pi) \) for \( \mathbb{U}(N) \) and \( \theta \in [0, \, \pi] \) otherwise. Then there are constants \( C, \, c \) such that for all \( t > 0 \),

\[
\mathbb{P} \left[ \left| N_{\theta} - \frac{N\theta}{2\pi} \right| > t \right] \leq C \exp \left( -\frac{ct^2}{\log(N) + t} \right)
\]

in the unitary case, and

\[
\mathbb{P} \left[ \left| N_{\theta} - \frac{N\theta}{\pi} \right| > t \right] \leq C \exp \left( -\frac{ct^2}{\log(N) + t} \right)
\]

in the remaining cases.

Consider, for example, \( t = A \log(N) \). Writing \( \epsilon_G = 2 \) when the random matrix is coming from \( G = \mathbb{U}(N) \) and \( \epsilon_G = 1 \) otherwise, Theorem 4.11 gives that

\[
\mathbb{P} \left[ \left| N_{\theta} - \frac{N\theta}{\epsilon_G\pi} \right| > A \log(N) \right] \leq CN^{-\frac{\epsilon_G^2}{16}} \; ;
\]
that is, the $N_\theta$ is extremely likely to be within a window of size $\log(N)$ around its mean, which is itself of order $N$.

### 4.2 The empirical spectral measure and linear eigenvalue

This section introduces two of the main approaches to studying the asymptotic behavior of the eigenvalues: limit theorems for the empirical spectral measure and for linear eigenvalue statistics. We begin with the first of these two.

**Definition** Let $U$ be a random matrix in one of the classical compact groups with eigenvalues $\lambda_1, \ldots, \lambda_n$. The **empirical spectral measure** $\mu_U$ is the random probability measure which puts equal mass at each of the eigenvalues of $U$:

$$
\mu_U := \frac{1}{n} \sum_{j=1}^{n} \delta_{\lambda_j}.
$$

Results on the asymptotic distribution of the eigenvalues of random matrices, as the size tends to infinity, are generally formulated in terms of the limiting behavior of the empirical spectral measure. Since this is a random measure, there are various possibilities. The weakest is **convergence in expectation**: A sequence $\mu_n$ of random probability measures on a metric measure space $X$ converges in expectation to a deterministic limit $\mu$ if for any bounded, continuous $f : X \to \mathbb{R}$,

$$
\lim_{n \to \infty} \mathbb{E} \left[ \int f \, d\mu_n \right] = \int f \, d\mu.
$$

For measures on $\mathbb{R}$, this is equivalent to the condition that

$$
\lim_{n \to \infty} \mathbb{E} \mu_n((a,b)) = \mu((a,b)),
$$

for all $a \leq b$ such that $\mu((a)) = \mu((b)) = 0$.

A stronger notion is that of convergence **weakly in probability**: a sequence of random probability measures $\mu_n$ on $\mathbb{R}^n$ converge weakly in probability to a measure $\mu$ on $\mathbb{R}^n$ (written $\mu_n \xrightarrow{P} \mu$) if for each bounded, continuous $f : \mathbb{R}^n \to \mathbb{R}$, the sequence of random variables $\int f \, d\mu_n$ converges in probability to $\int f \, d\mu$, as $n$ tends to infinity.

There are several equivalent viewpoints; since our interest is in measures supported on the circle, we restrict our attention there for the following lemma.

**Lemma 4.12** For $j \in \mathbb{Z}$ and $\mu$ a probability measure on $[0, 2\pi)$, let $\hat{\mu}(j) =$...
\[ \int_{0}^{2\pi} e^{ij\theta} d\mu(\theta) \] denote the Fourier transform of \( \mu \) at \( j \). The following are equivalent:

1. \( \mu_n \xrightarrow{p} \mu \);
2. for each \( 0 \leq a \leq b < 2\pi \) such that \( \mu([a]) = \mu([b]) = 0 \), \( \mu_n((a,b]) \xrightarrow{p} \mu((a,b]) \);
3. for each \( j \in \mathbb{Z} \), \( \hat{\mu}_n(j) \xrightarrow{p \rightarrow \infty} \hat{\mu}(j) \);
4. for every subsequence \( n' \) in \( \mathbb{N} \) there is a further subsequence \( n'' \) such that with probability one, \( \mu_{n''} \Rightarrow \mu \) as \( n \rightarrow \infty \).

A still stronger notion of convergence is that of convergence \textbf{weakly almost surely}: a sequence of random probability measures \( \mu_n \) on \( \mathbb{R}^n \) converge weakly almost surely to a deterministic measure \( \mu \) if the set on which \( \mu_n \) converges weakly to \( \mu \) has probability one.

We have seen that there are various metrics on the set of probability measures: the Kolmogorov distance, the bounded-Lipschitz distance, the Kantorovich distances, the total variation distance. In addition to the types of convergence described above, one may of course consider the sequence of random variables \( d(\mu_n, \mu) \) for any of these notions of distance, and show that it tends to zero (either weakly or in probability – when the limit is a point mass, they are equivalent).

Returning to the eigenvalue distribution of a random matrix, we saw in Proposition 4.7 that if \( U \) is a random unitary matrix, then for any \( 0 \leq \theta_1 \leq \theta_2 < 2\pi \),

\[ \frac{1}{n} \mathbb{E} N(\theta_1, \theta_2) = \frac{\theta_2 - \theta_1}{2\pi}, \]

and if \( U \) is a random matrix from any of the other groups, then for any \( 0 \leq \theta_1 \leq \theta_2 < \pi \),

\[ \frac{1}{n} \mathbb{E} N(\theta_1, \theta_2) = \frac{\theta_2 - \theta_1}{\pi} + O\left( \frac{1}{n} \right). \]

That is, the empirical spectral measures all converge in expectation to the uniform measure on the circle.

In fact, the convergence happens in a much stronger sense.

**Theorem 4.13** Let \( \{\mu_n\} \) be the empirical spectral measures of a sequence of random matrices \( \{U_n\} \), with \( U_n \) drawn according to Haar measure on \( O(n) \), \( U(n) \), or \( S_\mathbb{D}(2n) \). Let \( \nu \) denote the uniform probability measure on the circle. Then with probability one, \( \mu_n \) converges weakly to \( \nu \) as \( n \rightarrow \infty \).
We will see a more recent approach to this result in Chapter 5; here, we present the original proof of Theorem 4.13 from [36], via the explicit moment formulae of Proposition 3.11. We will give the proof in the unitary case only; the others are analogous.

**Proof of Theorem 4.13**  Let $U \in U(n)$ be a random unitary matrix with eigenvalues $\lambda_1, \ldots, \lambda_n$, and let $\mu_n := \frac{1}{n} \sum_{j=1}^{n} \delta_{\lambda_j}$ be the spectral measure of $U$. Let $\nu$ denote the uniform probability measure on the circle. We will show that $\mu_n$ converges weakly to $\nu$ with probability one by showing that, with probability one, $\hat{\mu}_n(j) \to \hat{\nu}(j)$ for all $j \in \mathbb{Z}$. Now,

$$\hat{\mu}_n(j) = \int_{S^1} z^j d\mu_n(z) = \frac{1}{n} \sum_{k=1}^{n} \lambda_k^j.$$  

Since $\mu_n$ is a probability measure, $\hat{\mu}_n(0) = 1 = \hat{\nu}(0)$. Moreover, since $\lambda^{-1}$ are the eigenvalues of $U^{-1} = U^*$, which is again Haar-distributed on $U(n)$, it suffices to treat the case of $j \geq 1$. Now, Proposition 3.11 shows that $E \hat{\mu}_n(j) = 0$ and, using the fact that we may assume $n \geq j$, since $j$ is fixed and $n \to \infty$,

$$E|\hat{\mu}_n(j)|^2 = \frac{1}{n^2} E \left[ \text{Tr}(U^j) \text{Tr}(U^j) \right] = \frac{j}{n^2}.$$  

It thus follows from Chebychev’s inequality that

$$\mathbb{P}[|\hat{\mu}_n(j)| > \epsilon_n] \leq \frac{j}{n^2 \epsilon_n^2}$$

for any $\epsilon_n > 0$. In particular, taking $\epsilon_n = \frac{1}{n^{\frac{3}{2} + \delta}}$ for some $\delta \in (0, \frac{1}{2})$ gives that

$$\mathbb{P}[|\hat{\mu}_n(j)| > \frac{1}{n^{\frac{3}{2} + \delta}}] \leq \frac{j}{n^{1 + 2\delta}},$$

which is summable, and so by the first Borel–Cantelli lemma, it holds with probability one that $|\hat{\mu}_n(j)| \leq \frac{1}{n^{\frac{3}{2} + \delta}}$ for $n$ large enough. Taking the intersection of these probability one sets over all $j \in \mathbb{Z}$, we have that with probability one, for all $j \in \mathbb{Z}$, $\hat{\mu}_n(j) \to 0$ as $n \to \infty$. □

In addition to the proof given above of the convergence of the spectral measures, Proposition 3.11 is also a key tool in the study of linear eigenvalue statistics. By a **linear eigenvalue statistic**, we mean a function of $U$ of the form

$$U \mapsto \sum_{j=1}^{n} f(\lambda_j),$$
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where \( f \) is a test function and \( \lambda_1, \ldots, \lambda_n \) are the eigenvalues of \( U \). The class of test functions which works most naturally with the proof given below is the subspace \( H_2^1 \) of \( L_2(S^1) \) of those functions \( f \in L_2(S^1) \) with

\[
\|f\|_2^2 = \sum_{j \in \mathbb{Z}} \|\hat{f}_j\|^2 < \infty,
\]

where \( \hat{f}_j = \int_{S^1} f(z) z^{-j} d\nu(z) \) is the \( j \)th Fourier coefficient of \( f \). This space is an inner product space, with inner product given by

\[
\langle f, g \rangle_2 = \sum_{j \in \mathbb{Z}} \hat{f}_j \overline{\hat{g}_j} |j|.
\]

For such test functions, there is the following multivariate central limit theorem for the corresponding linear eigenvalue statistics. To simplify the notation, given a test function \( f \), let \( \sigma_n(f) := \sum_{j=1}^n f(\lambda_j) \), where \( \lambda_1, \ldots, \lambda_n \) are the eigenvalues of a random unitary matrix \( U \in U(n) \).

**Theorem 4.14** (Diaconis–Evans [32]) Let \( f_1, \ldots, f_k \in H_2^1 \), and suppose that \( \mathbb{E}[\sigma_n(f_j)] = 0 \) for each \( j = 1, \ldots, k \). The random vector \( (\sigma_n(f_1), \ldots, \sigma_n(f_k)) \) converges in distribution to a jointly Gaussian random vector \( (Y_1, \ldots, Y_k) \), with \( \mathbb{E}[Y_i] = 0 \) for each \( i \), and \( \mathbb{E}[Y_i Y_j] = \langle f_i, f_j \rangle_2 \).

The proof uses the following multivariate central limit theorem for the traces of powers of \( U \). It is an immediate consequence of Proposition 3.11 that for fixed \( k \), the random vector \( (\text{Tr}(U), \ldots, \text{Tr}(U^k)) \) converges in distribution to \( (Z_1, \sqrt{k} Z_2, \ldots, \sqrt{k} Z_k) \), where \( Z_1, \ldots, Z_k \) are independent standard complex Gaussian random variables, but to prove Theorem 4.14 the following stronger result is needed.

**Theorem 4.15** Let \( \{a_{nj}\}_{n,j \geq 1} \) and \( \{b_{nj}\}_{n,j \geq 1} \) be arrays of complex constants. Suppose that there exist \( \sigma^2, \tau^2 \), and \( \gamma \) such that

\[
\lim_{n \to \infty} \sum_{j=1}^\infty |a_{nj}|^2 \min\{j, n\} = \sigma^2 \quad \lim_{n \to \infty} \sum_{j=1}^\infty |b_{nj}|^2 \min\{j, n\} = \tau^2
\]

\[
\lim_{n \to \infty} \sum_{j=1}^\infty a_{nj} b_{nj} \min\{j, n\} = \gamma.
\]

Suppose moreover that there is a sequence \( (m_n)_{n \geq 1} \subseteq \mathbb{N} \) such that \( \lim_{n \to \infty} \frac{m_n}{n} = 0 \) and such that

\[
\lim_{n \to \infty} \sum_{j=m_n+1}^\infty (|a_{nj}|^2 + |b_{nj}|^2) \min\{j, n\} = 0.
\]
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Then the random variable \( \sum_{j=1}^{\infty} (a_{nj} \text{Tr}(U^j) + b_{nj} \overline{\text{Tr}(U^j)}) \) converges in distribution (as \( n \to \infty \)) to a centered complex Gaussian random variable \( X + iY \), with

\[
\mathbb{E}X^2 = \frac{1}{2}(\sigma^2 + r^2 + 2 \text{Re}(\gamma)) \quad \mathbb{E}Y^2 = \frac{1}{2}(\sigma^2 + r^2 - 2 \text{Re}(\gamma))
\]

\( \mathbb{E}XY = \text{Im}(\gamma) \).

Proof. From Theorem 3.11, \( \mathbb{E} \text{Tr}(U^j) = 0 \) for each \( j \). For \( N < M \),

\[
\mathbb{E} \left| \sum_{j=N}^{M} (a_{nj} \text{Tr}(U^j) + b_{nj} \overline{\text{Tr}(U^j)}) \right|^2 = \sum_{j=N}^{M} (|a_{nj}|^2 + |b_{nj}|^2) \min\{j, n\} \xrightarrow{N,M \to \infty} 0,
\]

so that \( \sum_{j=1}^{\infty} (a_{nj} \text{Tr}(U^j) + b_{nj} \overline{\text{Tr}(U^j)}) \) converges in \( L_2 \). Similarly,

\[
\mathbb{E} \left| \sum_{j=m+1}^{\infty} (a_{nj} \text{Tr}(U^j) + b_{nj} \overline{\text{Tr}(U^j)}) \right|^2 = \sum_{j=m+1}^{\infty} (|a_{nj}|^2 + |b_{nj}|^2) \min\{j, n\} \xrightarrow{n \to \infty} 0,
\]

so that \( \sum_{j=m+1}^{\infty} (a_{nj} \text{Tr}(U^j) + b_{nj} \overline{\text{Tr}(U^j)}) \Rightarrow 0 \).

It is thus enough to show that \( \sum_{j=1}^{m} (a_{nj} \text{Tr}(U^j) + b_{nj} \overline{\text{Tr}(U^j)}) \Rightarrow X + iY \), for which we use the method of moments. Since \( \frac{m}{n} \to 0 \), if \( \alpha, \beta \in \mathbb{N} \) are fixed, then \( am_0, bm_0 \leq n \) for \( n \) large enough, and for such \( \alpha, \beta \), it follows from Theorem 3.11 that

\[
\mathbb{E} \left( \left| \sum_{j=1}^{m} (a_{nj} \text{Tr}(U^j) + b_{nj} \overline{\text{Tr}(U^j)}) \right|^2 \left| \sum_{j=1}^{m} (a_{nj} \text{Tr}(U^j) + b_{nj} \overline{\text{Tr}(U^j)}) \right|^2 \right) = \mathbb{E} \left( \left| \sum_{j=1}^{m} \sqrt{\frac{a}{2}}(Z_{ij} + iZ_{ij}) \right|^2 \left| \sum_{j=1}^{m} \sqrt{\frac{a}{2}}(Z_{ij} + iZ_{ij}) \right|^2 \right).
\]

Writing \( Z_j = \frac{1}{\sqrt{2}}(Z_{ij} + iZ_{ij}) \) with the \( Z_{ij} \) i.i.d. standard Gaussians,

\[
\sum_{j=1}^{m} \sqrt{\frac{a}{2}}(Z_{ij} + iZ_{ij}) = X_n + iY_n
\]

with

\[
X_n = \sum_{j=1}^{m} \sqrt{\frac{a}{2}} \left( \text{Re}(a_{nj}) + \text{Re}(b_{nj}) \right) Z_{ij} + \left( \text{Im}(b_{nj}) - \text{Im}(a_{nj}) \right) Z_{ij}
\]
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and

\[ Y_n = \sum_{j=1}^{m_n} \sqrt{j/2} \left[ (\text{Im}(a_{nj}) + \text{Im}(b_{nj}))Z_{j1} + (\text{Re}(a_{nj}) - \text{Re}(b_{nj}))Z_{j2} \right]. \]

The random variables \( X_n \) and \( Y_n \) are thus centered and jointly Gaussian, with

\[ \mathbb{E} X_n^2 = \sum_{j=1}^{m_n} \left( \frac{j}{2} \right) \left[ (\text{Re}(a_{nj}) + \text{Re}(b_{nj}))^2 + (\text{Im}(a_{nj}) - \text{Im}(b_{nj}))^2 \right] \]

\[ = \sum_{j=1}^{m_n} \left( \frac{j}{2} \right) \left[ |a_{nj}|^2 + |b_{nj}|^2 + 2 \text{Re}(a_{nj}b_{nj}) \right], \]

\[ \mathbb{E} Y_n^2 = \sum_{j=1}^{m_n} \left( \frac{j}{2} \right) \left[ (\text{Re}(a_{nj}) - \text{Re}(b_{nj}))^2 + (\text{Im}(a_{nj}) + \text{Im}(b_{nj}))^2 \right] \]

\[ = \sum_{j=1}^{m_n} \left( \frac{j}{2} \right) \left[ |a_{nj}|^2 + |b_{nj}|^2 - 2 \text{Re}(a_{nj}b_{nj}) \right], \]

and

\[ \mathbb{E} X_n Y_n = \sum_{j=1}^{m_n} \left( \frac{j}{2} \right) \left[ (\text{Re}(a_{nj}) + \text{Re}(b_{nj}))(\text{Im}(a_{nj}) + \text{Im}(b_{nj})) \right. \]

\[ - (\text{Re}(a_{nj}) - \text{Re}(b_{nj}))(\text{Im}(a_{nj}) - \text{Im}(b_{nj})) \] \]

\[ = \sum_{j=1}^{m_n} j \text{Im}(a_{nj}b_{nj}). \]

It thus follows by the assumptions on the arrays \( \{a_{nj}\} \) and \( \{b_{nj}\} \) and the sequence \( (m_n) \) that

\[ \mathbb{E} X_n \to \frac{1}{2} (\sigma^2 + \tau^2 + 2 \text{Re}(\gamma)) \quad \mathbb{E} Y_n \to \frac{1}{2} (\sigma^2 + \tau^2 - 2 \text{Re}(\gamma)) \]

and

\[ \mathbb{E} X_n Y_n \to \text{Im}(\gamma), \]

which completes the proof. \( \square \)

**Proof of Theorem 4.14** By the Cramér–Wold device, to prove the claimed convergence it is enough to show that

\[ \sum_{j=1}^{k} t_j \alpha_j(f_j) \overset{d}{\to} \sum_{j=1}^{k} t_j Y_j \]
for each \((t_1, \ldots, t_k) \in \mathbb{R}^k\). Note that
\[
\sum_{j=1}^{k} t_j \sigma_n(f_j) = \sigma_n(F_t),
\]
where \(F_t = \sum_{j=1}^{k} t_j f_j\). Since \(H_2^k\) is a vector space, \(F_t \in H_2^k\), and moreover,
\[
\|F_t\|_2 = \sum_{j=1}^{k} t_j \langle f_j, f_j \rangle_{L^2} = \text{Var} \left( \sum_{j=1}^{k} Y_j \right).
\]
The theorem therefore follows from the \(k = 1\) case.

The \(k = 1\) case is simple if \(f(z) = \sum_{j=-N}^{N} a_j z^j\) is a Laurent polynomial on \(S^1\).

Since we are assuming that \(f\) is real-valued and that \(\sigma_n(f) = 0\), we have that \(a_0 = 0\) and \(a_{-j} = \overline{a_j}\). Then
\[
\sigma_n(f) = 2 \sum_{j=1}^{N} \left[ \text{Re}(a_j) \text{Re} (\text{Tr}(U^j)) - \text{Im}(a_j) \text{Im}(\text{Tr}(U^j)) \right],
\]
which tends to the Gaussian random variable
\[
2 \sum_{j=1}^{N} \left[ \text{Re}(a_j) \sqrt{\frac{j}{2}} Z_{j1} - \text{Im}(a_j) \sqrt{\frac{j}{2}} Z_{j2} \right],
\]
where \((Z_{11}, Z_{12}, \ldots, Z_{k1}, Z_{k2})\) are i.i.d. standard (real) Gaussians. That is, \(\sigma_n(f)\) converges to a centered Gaussian random variable with variance
\[
\sigma^2 = 4 \sum_{j=1}^{N} \left( \frac{j}{2} \right) (\text{Re}(a_j)^2 + \text{Im}(a_j)^2) = \sum_{j=-N}^{N} |j| |a_j|^2 = \|f\|_2^2.
\]

For a general \(f \in H_2^k\), the full strength of Theorem 4.15 is needed. First, for \(N \in \mathbb{N}\) define
\[
f_N := \sum_{j=-N}^{N} f z^j
\]
and note that, since \(f \in L^2(S^1)\), \(\|f_N - f\|_2 \to 0\). It follows from symmetry that for any measurable subset \(A \subseteq S^1\), the probability that \(U\) has at least one eigenvalue in \(A\) is at most \(n \nu(A)\), where \(\nu\) is the uniform probability measure on \(S^1\), and so if \(A_{n,\epsilon}\) denotes the set on which \(|f - f_N| > \frac{\epsilon}{n}\), then
\[
\mathbb{P}[|\sigma_n(f) - \sigma_n(f_N)| > \epsilon] = \mathbb{P} \left[ \left\| \sum_{j=1}^{n} (f(\lambda_j) - f_N(\lambda_j)) \right\| > \epsilon \right] \leq n \nu(A_{n,\epsilon}) \leq \frac{n^3 \|f - f_N\|_2^2}{\epsilon^2},
\]
which tends to zero as \(N\) tends to infinity. That is, \(\sigma_n(f_N)\) converges in probability to \(\sigma_n(f)\), as \(N\) tends to infinity.
On the other hand, the condition on $f$ together with Theorem 3.11 means that
\[ \sum_{j=1}^{\infty} \hat{f}_j \text{Tr}(U^j) + \sum_{j=1}^{\infty} \overline{\hat{f}_j} \text{Tr}(U^j) \]
converges in $L^2$:
\[ \mathbb{E} \left| \sum_{j=N}^{M} \hat{f}_j \text{Tr}(U^j) \right|^2 = \sum_{j=N}^{M} |\hat{f}_j|^2 \min\{j,n\} \xrightarrow{N,M \to \infty} 0. \]
This allows us to write
\[ \sigma_n(f) = \sum_{j=1}^{\infty} \hat{f}_j \text{Tr}(U^j) + \sum_{j=1}^{\infty} \overline{\hat{f}_j} \text{Tr}(U^j). \]
(Note that the corresponding formula for $\sigma_n(f)$ in terms of traces of powers of $U$ was trivial in the case that $f$ was a Laurent polynomial because the sums needing to be interchanged were both finite, so that convergence issues played no role.)

We now apply Theorem 4.15 with $a_{jn} = \hat{f}_j$ and $b_{jn} = \overline{\hat{f}_j}$:
\[ \sum_{j=1}^{\infty} |a_{jn}|^2 \min\{j,n\} = \sum_{j=1}^{\infty} |b_{jn}|^2 \min\{j,n\} = \sum_{j=1}^{\infty} a_{j}b_{n,j} \min\{j,n\} = \sum_{j=1}^{\infty} |\hat{f}_j|^2 j + \sum_{j=n+1}^{\infty} |(n-j)|\hat{f}_j| \xrightarrow{n \to \infty} \|f\|_1^2, \]
and as long as $m_n \to \infty$, then
\[ \sum_{j=m_n+1}^{\infty} (|a_{jn}|^2 + |b_{jn}|^2) \min\{j,n\} = \sum_{j=m_n+1}^{\infty} (2|\hat{f}_j|^2) \min\{j,n\} \xrightarrow{n \to \infty} 0. \]
It thus follows from Theorem 4.15 that $\sigma_n(f)$ converges to a centered Gaussian random variable with variance $\|f\|_1^2$, as desired.

\[\square\]

4.3 Patterns in eigenvalues: self-similarity

Consider the special case of $m = 2$ in Theorem 3.14 the eigenvalues of the square of a $2n \times 2n$ random unitary matrix are identical in distribution to those of two independent $n \times n$ random unitary matrices. Since the squaring function has the effect of wrapping the circle in the complex plane twice around, this
means that wrapping the eigenvalues of a $2n \times 2n$ unitary matrix twice around the circle produces two independent copies of the eigenvalues of a half-sized random matrix. It is tempting to see those two copies as corresponding to the eigenvalues of the original matrix from the top half of the circle and those from the bottom half; if this were true, it would be a kind of self-similarity statement for unitary eigenvalues. Of course, there cannot be exact equality of distributions due to edge effects, but one could hope for some weaker result along these lines which avoided such effects. Indeed, a closely related self-similarity phenomenon was conjectured by Coram and Diaconis in their statistical analysis of unitary eigenvalues [24]: they asked whether taking half (sequentially) of the eigenvalues and stretching them out to fill the whole circle would produce something “statistically indistinguishable” from the eigenvalues of a half-sized matrix.

The following result gives exactly such a self-similarity phenomenon on a certain mesoscopic scale.

**Theorem 4.16** For $m, n \geq 1$, let $\{\theta_j\}_{j=1}^n$ be the eigenangles of a random $n \times n$ unitary matrix and let $\{\theta_j^{(m)}\}_{j=1}^{nm}$ be the eigenangles of a random $nm \times nm$ unitary matrix, with $\theta_j, \theta_j^{(m)} \in [-\pi, \pi)$ for each $j$. For $A \subseteq [-\pi, \pi)$, let

$$N_A := \left| \{j : \theta_j \in A\} \right|, \quad N_A^{(m)} := \left| \{j : \theta_j^{(m)} \in \left[ -\frac{\pi}{m}, \frac{\pi}{m} \right], m\theta_j^{(m)} \in A\} \right|;$$

that is, $N_A$ is the counting function of a random $n \times n$ unitary matrix, and $N_A^{(m)}$ is the counting function for the point process obtained by taking the eigenvalues of a random $nm \times nm$ unitary matrix lying in the arc of length $\frac{2\pi}{m}$ centered at $z = 1$ and raising them to the $m$th power. Suppose that $A$ has $\text{diam}(A) \leq \pi$. Then

$$d_{TV}(N_A, N_A^{(m)}) \leq W_1(N_A, N_A^{(m)}) \leq \frac{\sqrt{mn}|A|}{12\pi} \text{diam}(A),$$

where $|A|$ denotes the Lebesgue measure of $A$.

As a consequence of Theorem 4.16 if $\{A_n\}$ is a sequence of sets such that either $\text{diam}(A_n) = o(n^{-1/4})$ or $|A_n| = o(n^{-1/2})$ as $n \to \infty$, then

$$d_{TV}(N_{A_n}, N_{A_n}^{(m)}), W_1(N_{A_n}, N_{A_n}^{(m)}) \to 0.$$  

Thus indeed, a sequential arc of about $n$ of the $nm$ eigenvalues of an $nm \times nm$ random matrix is statistically indistinguishable, on the scale of $o(n^{-1/4})$ for diameter or $o(n^{-1/2})$ for Lebesgue measure, from the $n$ eigenvalues of an $n \times n$ random matrix.
How sharp the bound above is remains an open question. It seems likely that the restriction on the diameter of $A$ is an artifact of the proof; this may also be the case for the factor of $\sqrt{n}$ in the bound.

A remarkable feature of Theorem 4.16 is that it yields microscopically informative even at a mesoscopic scale: if $\frac{1}{n} \ll \text{diam} A_n \ll \frac{1}{n^{1/4}}$, then $N_{A_n}$ and $N_{\lambda^{0}(m)}$ both have expectations and variances tending to infinity. Typically, there is no hope in looking at individual points in such a setting, and instead one studies statistical properties of the recentered and rescaled counts. Theorem 4.16 makes a direct point-by-point comparison of the two point processes, with no rescaling.

The proof of Theorem 4.16 is based on the determinantal structure of the two point processes. Let $\chi$ denote the point process given by the eigenvalues of an $n \times n$ random unitary matrix, and let $\chi^{(m)}$ be the process given by restricting the eigenvalue process of a random $mn \times mn$ matrix to $[\frac{-\pi}{m} \cdot \frac{\pi}{m})$ and rescaling by $m$. Recall from Section 3.1 that $\chi$ is a determinantal point process; it follows easily that $\chi^{(m)}$ is as well, with kernel as follows.

**Proposition 4.17** The point process $\chi^{(m)}$ on $[0, 2\pi)$ is determinantal with kernel

$$K^{(m)}_{n}(x, y) = \frac{1}{2\pi m} \sin \left( \frac{m(x-y)}{2} \right) \cdot \frac{m}{2\pi} \sin \left( \frac{(x-y)}{2m} \right)$$

with respect to Lebesgue measure.

**Proof** The case $m = 1$ is given in Section 3.1. The general case follows from a change of variables which shows that $K^{(m)}_{n}(x, y) = K_{mn}(\frac{x}{m}, \frac{y}{m})$. $\square$

The main technical ingredient for the proof of Theorem 4.16 is the following determinantal point processes.

**Proposition 4.18** Let $N$ and $\tilde{N}$ be the total numbers of points in two determinantal point processes on $(\Lambda, \mu)$ with conjugate-symmetric kernels $K, \tilde{K} \in L^2(\mu \otimes \mu)$, respectively. Suppose that $N, \tilde{N} \leq N$ almost surely. Then

$$d_{TV}(N, \tilde{N}) \leq W_1(N, \tilde{N}) \leq \sqrt{N} \int \int |K(x, y) - \tilde{K}(x, y)|^2 \mu(x)\mu(y).$$

**Proof** Note first that an indicator function of a set $A$ of integers is 1-Lipschitz on $\mathbb{Z}$, and so for $X$ and $Y$ integer-valued,

$$d_{TV}(X, Y) \leq W_1(X, Y); \quad (4.7)$$

it therefore suffices to prove the second inequality.
Let \( \{ \lambda_j \} \) and \( \{ \tilde{\lambda}_j \} \) be the eigenvalues, listed in nonincreasing order, of the integral operators \( K \) and \( \tilde{K} \) with kernels \( K \) and \( \tilde{K} \) respectively. Since \( N, \tilde{N} \leq N \), by Theorem 4.1 we may assume that \( j \leq N \). Let \( \{ Y_j \}_{j=1}^{N} \) be independent random variables uniformly distributed in \([0, 1]\). For each \( j \), define
\[
\xi_j = \mathbb{I}_{Y_j \leq \lambda_j} \quad \text{and} \quad \tilde{\xi}_j = \mathbb{I}_{Y_j \leq \tilde{\lambda}_j}.
\]
It follows from Theorem 4.1 that
\[
N \overset{d}{=} \sum_{j=1}^{N} \xi_j, \quad \tilde{N} \overset{d}{=} \sum_{j=1}^{N} \tilde{\xi}_j,
\]
so this gives a coupling of \( N \) and \( \tilde{N} \). It then follows from the Kantorovich–Rubenstein theorem that
\[
W_1(N, \tilde{N}) \leq \mathbb{E} \left| \sum_{j=1}^{N} \xi_j - \sum_{j=1}^{N} \tilde{\xi}_j \right| \leq \sum_{j=1}^{N} \mathbb{E} |\xi_j - \tilde{\xi}_j| = \sum_{j=1}^{N} |\lambda_j - \tilde{\lambda}_j| \leq \sqrt{N \sum_{j=1}^{N} |\lambda_j - \tilde{\lambda}_j|^2}.
\]
(4.8)
For \( n \times n \) Hermitian matrices \( A \) and \( B \), the Hoffman–Wielandt inequality (see, e.g., [11, Theorem VI.4.1]) says that
\[
\sum_{j=1}^{n} |\lambda_j(A) - \lambda_j(B)|^2 \leq \|A-B\|_{\text{HS}}^2,
\]
(4.9)
where \( \lambda_1(A), \ldots, \lambda_n(A) \) and \( \lambda_1(B), \ldots, \lambda_n(B) \) are the eigenvalues (in nonincreasing order) of \( A \) and \( B \) respectively. It thus follows that
\[
\sqrt{\sum_{j=1}^{n} |\lambda_j - \tilde{\lambda}_j|^2} \leq \|K - \tilde{K}\|_{\text{HS}},
\]
where \( \| \cdot \|_{\text{HS}} \) denotes the Hilbert–Schmidt norm. The result now follows from the general fact that the Hilbert–Schmidt norm of an integral operator on \( L^2(\mu) \) is given by the \( L^2(\mu) \otimes \mu \) norm of its kernel (see [109, pg. 245]). \( \square \)

**Proof of Theorem 4.16** For every \( 0 \leq \varphi \leq \frac{\pi}{2} \),
\[
\varphi - \frac{1}{6} \varphi^3 \leq \sin \varphi \leq m \sin \left( \frac{\varphi}{m} \right) \leq \varphi,
\]
and so
\[
0 \leq \frac{1}{\sin \varphi} - \frac{1}{m \sin \left( \frac{\varphi}{m} \right)} \leq \frac{1}{\varphi - \frac{1}{6} \varphi^3} - \frac{1}{\varphi} = \frac{\varphi}{6 - \varphi^2} \leq \frac{\varphi}{3}.
\]
Thus by Propositions 4.17 and 4.18:

\[
W_1(N_A, \lambda_A^{(m)}) \leq \left( \frac{mn}{(2\pi)^2} \int_A \int_A \sin^2 \left( \frac{n(x-y)}{2} \right) \left( \frac{1}{\sin \left( \frac{x}{2m} \right)} - \frac{1}{m \sin \left( \frac{x}{2m} \right)} \right)^2 \right)^{1/2} \left( \int_A \int_A (x-y)^2 \right)^{1/2} dx dy \\
\leq \frac{1}{12\pi} \sqrt{mn} |A| \text{diam} A. 
\]

\[\square\]

4.4 Large deviations for the empirical spectral measure

Large deviations theory is a branch of probability dealing with rare events. The basic idea is the following. Suppose that \(X_1, X_2, \ldots\) are i.i.d. random variables with \(\mathbb{E}X_1 = 0\) and \(\mathbb{E}X_1^2 = 1\), and let \(S_n := \sum_{j=1}^n X_j\). By the law of large numbers, \(\frac{1}{n} S_n\) should be close to zero, but of course it is not typically exactly zero; the goal is to understand the rare event that \(\left| \frac{1}{n} S_n \right| > \delta\) for some \(\delta > 0\) fixed. By the central limit theorem, \(\frac{1}{n} S_n\) is approximately distributed as a centered Gaussian random variable with variance \(\frac{1}{n}\), and so if \(Z\) denotes a standard Gaussian random variable, then

\[
P\left[ \left| \frac{1}{n} S_n \right| > \delta \right] \approx P[|Z| > \delta \sqrt{n}] = \frac{2}{\sqrt{2\pi}} \int_{\delta \sqrt{n}}^\infty e^{-x^2/2} dx.
\]

Using standard asymptotics for the tail of a Gaussian integral,

\[
\frac{1}{n} \log P\left[ \left| \frac{1}{\sqrt{n}} Z \right| > \delta \right] \xrightarrow{n \to \infty} -\frac{\delta^2}{2}.
\]

This limit can be loosely interpreted as saying that the probability that \(\left| \frac{1}{\sqrt{n}} Z \right| > \delta\) is of the order \(e^{-\frac{n\delta^2}{2}}\).

The question is then whether it also holds that

\[
\frac{1}{n} \log P\left[ \left| \frac{1}{n} S_n \right| > \delta \right] \xrightarrow{n \to \infty} -\frac{\delta^2}{2}. \quad (4.10)
\]

The answer (given by Cramér’s theorem) is “sort of”: the limit in (4.10) exists, but rather than being given by a universal function of \(\delta\), its value depends on the distribution of the summands.

Statements like (4.10) are what is meant when one refers to large deviations, although typical theorems are formulated somewhat differently. Below, we give
the basic definitions and terminology used in the context of large deviations for sequences of Borel probability measures on a topological space $X$.

**Definitions**

1. A **rate function** $I$ is a lower semicontinuous function $I : X \to [0, \infty]$.
2. A **good rate function** is a rate function for which all level sets $I^{-1}([0, \alpha))$ ($\alpha < \infty$) are compact.
3. A sequence of Borel measures $\{\nu_n\}_{n \in \mathbb{N}}$ on $X$ satisfies a **large deviations principle (LDP)** with rate function $I$ and speed $s_n$ if for all Borel sets $\Gamma \subseteq X$,

$$- \inf_{x \in \Gamma^\circ} I(x) \leq \liminf_{n \to \infty} \frac{1}{s_n} \log(\nu_n(\Gamma))$$

$$\leq \limsup_{n \to \infty} \frac{1}{s_n} \log(\nu_n(\Gamma)) \leq - \inf_{x \in \Gamma} I(x), \quad (4.11)$$

where $\Gamma^\circ$ is the interior of $\Gamma$ and $\overline{\Gamma}$ is the closure of $\Gamma$.

If the upper bound in (4.11) is required to hold only when $\Gamma$ is compact, the sequence $\{\nu_n\}_{n \in \mathbb{N}}$ satisfies a **weak LDP**.

The somewhat complicated form of a large deviations principle, as compared with, e.g. (4.10), has the advantage of being precise enough to be useful while weak enough to have some chance of holding in situations of interest.

The following gives an indirect approach for establishing the existence of a weak LDP.

**Theorem 4.19** Let $\{\nu_n\}_{n \in \mathbb{N}}$ be a sequence of Borel measures on $X$ and, and for each $n$, let $s_n > 0$. Let $A$ be a base for the topology of $X$. For $x \in X$, define

$$I(x) := \sup_{A \in A : x \in A} \left[ - \liminf_{n \to \infty} \frac{1}{s_n} \log \nu_n(A) \right].$$

Suppose that for all $x \in X$,

$$I(x) = \sup_{A \in A : x \in A} \left[ - \limsup_{n \to \infty} \frac{1}{s_n} \log \nu_n(A) \right].$$

Then $\{\nu_n\}_{n \in \mathbb{N}}$ satisfies a weak LDP with rate function $I$ and speed $s_n$.

**The logarithmic energy**

Let $\nu$ be a measure on $C$. The quantity

$$\mathcal{E}(\nu) := - \int \int \log |z - w| d\nu(z) d\nu(w)$$

1 i.e., for all $\alpha \in (0, \infty)$, the level set $I^{-1}([0, \alpha])$ is closed in $X$. 

is called (in potential theory) the logarithmic energy of \( \nu \); the same quantity appears in free probability as (the negative of) the free entropy. As suggested by the following lemma, this energy functional will play a key role in the LDP for empirical spectral measures.

**Lemma 4.20**  Let \( \mathcal{P}(S^1) \) denote the space of Borel probability measures on \( S^1 \), endowed with the topology of convergence in distribution. The logarithmic energy \( E \) is a strictly convex rate function on \( \mathcal{P}(S^1) \) and the uniform probability measure \( \nu_0 \) is the unique \( \nu \in \mathcal{P}(S^1) \) with \( E(\nu) = 0 \).

**Proof**  Firstly, if \( \nu_0 \) is the uniform probability measure on \( S^1 \), then

\[
E(\nu_0) = -\frac{1}{(2\pi)^2} \int_0^{2\pi} \int_0^{2\pi} \log |e^{i\theta} - e^{i\phi}| d\theta d\phi = -\frac{1}{2\pi} \int_0^{2\pi} \log |1 - e^{i\theta}| d\theta = 0.
\]

The fact that \( \nu_0 \) is the unique element \( \nu \in \mathcal{P}(S^1) \) with \( E(\nu) = 0 \) will be shown below.

Both the nonnegativity and strict convexity of \( E \) are most easily seen within the context of positive- and negative-definite kernels. A Hermitian kernel \( L(x, y) \) on \( \mathbb{C} \times \mathbb{C} \) is called **positive definite** if

\[
\sum_{j,k} c_j c_k L(x_j, x_k) \geq 0
\]

for all \( c_1, \ldots, c_n \in \mathbb{C} \). A Hermitian kernel \( L(x, y) \) on \( \mathbb{C} \times \mathbb{C} \) is called **(conditionally) negative definite** if

\[
\sum_{j,k} c_j c_k L(x_j, x_k) \leq 0
\]

for all \( c_1, \ldots, c_n \in \mathbb{C} \) such that \( \sum_{j=1}^n c_j = 0 \). Obviously the negative of a positive definite kernel is negative definite, but the negative of a negative definite kernel need not be positive definite. Note that sums or integrals of positive (resp. negative) definite kernels are positive (resp. negative) definite.

Given a negative-definite kernel on \( \mathbb{C} \times \mathbb{C} \) and a finite signed measure \( \mu \) on \( \mathbb{C} \) with \( \mu(\mathbb{C}) = 0 \), it follows by approximating \( \mu \) by discrete measures that

\[
\iint L(z, w) d\mu(x) d\mu(w) \leq 0.
\]

Our interest is in this last statement, for the singular kernel \( K(z, w) = \log |z - w| \). To avoid the singularity, define for each \( \epsilon > 0 \) the kernel

\[
K_\epsilon(z, w) := \log(\epsilon + |z - w|) = \int_0^\infty \left( \frac{1}{1+t} - \frac{1}{t + \epsilon + |z - w|} \right) dt.
\]

(4.12)
Now, the kernel
\[
(z, w) \mapsto \frac{1}{t + \epsilon + |z - w|}
\]
is positive definite for each \(t\) and \(\epsilon\): the Laplacian kernel \((z, w) \mapsto e^{-s|z-w|}\) is known to be positive definite for each \(s > 0\), and
\[
\frac{1}{t + \epsilon + |z - w|} = \int_0^\infty e^{-s(t+\epsilon+|z-w|)} ds
\]
is therefore the integral of positive definite kernels, hence positive definite. It is easy to see that a constant kernel is conditionally negative definite, and so the integrand in (4.12) is conditionally negative definite for each \(t\), which finally gives that \(K_\epsilon(z, w)\) is conditionally negative definite for each \(\epsilon > 0\). It thus follows that
\[
\iint K_\epsilon(z, w) d\mu(z)d\mu(w) \leq 0.
\]
For \(\epsilon < \frac{1}{2}\), \(|K_\epsilon(z, w)| \leq |K(z, w)| + \log(2)\), and so if \(\mathcal{E}(\mu) < \infty\), then it follows by the dominated convergence theorem that
\[
\mathcal{E}(\mu) = -\iint K(z, w) d\mu(z)d\mu(w) \geq 0.
\]
We are, of course, not interested in signed measures of total mass 0, but in probability measures on \(S^1\). Given a probability measure \(\nu\) on \(S^1\), let \(\mu = \nu - \nu_0\), where \(\nu_0\) is the uniform probability measure on \(S^1\). Then by the argument above,
\[
\iint K(z, w) d\mu(z)d\mu(w) = -\mathcal{E}(\nu) - 2 \iint K(z, w) d\nu(z)d\nu_0(w) - \mathcal{E}(\nu_0) \leq 0.
\]
It has already been shown that \(\mathcal{E}(\nu_0) = 0\), and so the above inequality reduces to
\[
\mathcal{E}(\nu) \geq -2 \iint K(z, w) d\nu(z)d\nu_0(w).
\]
But
\[
\iint K(z, w) d\nu(z)d\nu_0(w) = \int_{S^1} \left( \frac{1}{2\pi} \int_0^{2\pi} \log |z - e^{it}| dt \right) d\nu(z) = 0,
\]
which proves the nonnegativity of \(\mathcal{E}(\nu)\).

To prove the convexity of \(\mathcal{E}\), let \(\nu_1\) and \(\nu_2\) be distinct probability measures on \(S^1\) with finite logarithmic energy. By a similar argument to the one proving the nonnegativity of \(\mathcal{E}\),
\[
\iint K(z, w) d(\nu_1-\nu_2)(z)d(\nu_1-\nu_2)(w) = -\mathcal{E}(\nu_1) - 2 \iint K(z, w) d\nu_1(z)d\nu_2(w) - \mathcal{E}(\nu_2) \leq 0,
\]
so that
\[ E(\nu_1, \nu_2) := - \int \log |z - w| d\nu_1(z) d\nu_2(w) \leq \frac{1}{2} (E(\nu_1) + E(\nu_2)) < \infty. \]
Moreover, for \( 0 < \lambda < 1 \),
\[ E(\lambda \nu_1 + (1 - \lambda) \nu_2) = E(\nu_2) + 2 \lambda E(\nu_2, \nu_1 - \nu_2) + \lambda^2 E(\nu_1 - \nu_2). \]
It follows that
\[ \frac{d^2}{d\lambda^2} E(\lambda \nu_1 + (1 - \lambda) \nu_2) = 2 E(\nu_1 - \nu_2) \geq 0. \]
This shows that \( E \) is convex. To show strict convexity, we will show that the only compactly supported finite signed measure \( \nu \) of total mass 0 on \( \mathbb{C} \) with \( E(\nu) = 0 \) is the zero measure; this in particular implies that \( E(\nu_1 - \nu_2) > 0 \) above, since \( \nu_1 \) and \( \nu_2 \) are distinct.
Since \( \nu(\mathbb{C}) = 0 \), if \( 0 < \epsilon < R < \infty \), then
\[
-\int_\epsilon^R \left( \int \frac{1}{t + |z - w|} d\nu(z) d\nu(w) \right) dt \\
= \int_\epsilon^R \left( \int \frac{1}{1 + t} - \frac{1}{t + |z - w|} \right) d\nu(z) d\nu(w) dt \\
= \int \left( \log(\epsilon + |z - w|) + \log \left( \frac{1 + R}{R + |z - w|} \right) - \log(1 + \epsilon) \right) d\nu(z) d\nu(w).
\]
We have shown above that \((z, w) \mapsto \frac{1}{t + |z - w|}\) is a positive definite kernel for each \( t \), so that
\[ \int \frac{1}{t + |z - w|} d\nu(z) d\nu(w) \geq 0 \]
for each \( t \). The monotone convergence theorem then justifies taking the limit above as \( \epsilon \to 0 \) and \( R \to \infty \):
\[
\lim_{\epsilon \to 0} \lim_{R \to \infty} \int_\epsilon^R \left( \int \frac{1}{t + |z - w|} d\nu(z) d\nu(w) \right) dt = \int_0^\infty \left( \int \frac{1}{t + |z - w|} d\nu(z) d\nu(w) \right) dt.
\]
On the other hand, we have argued above that
\[
\lim_{\epsilon \to 0} \int \log(\epsilon + |z - w|) d\nu(z) d\nu(w) = E(\nu)(= 0),
\]
and
\[ \int \log(1 + \epsilon) d\nu(z) d\nu(w) = 0. \]
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for all $\epsilon > 0$, since $\nu(C) = 0$. Finally,

$$\lim_{R \to \infty} \int \log \left( \frac{1 + R}{R + |z - w|} \right) d\nu(z)d\nu(w) = 0$$

by the dominated convergence theorem, since $\nu$ is assumed to be compactly supported. We thus have that

$$\int_0^\infty \left( \int \frac{1}{t + |z - w|} d\nu(z)d\nu(w) \right) dt = 0,$$

and because the inner double integral is a nonnegative function of $t$, this means that

$$\int \frac{1}{t + |z - w|} d\nu(z)d\nu(w) = 0$$

for all $t > 0$.

Write

$$\frac{1}{t + |z - w|} = \frac{1}{t} \sum_{n=0}^\infty \left( \frac{|z - w|}{t} \right)^n = s \sum_{n=0}^\infty (-s|z - w|)^n,$$

with $s = \frac{1}{t}$. We have from above that

$$\int \sum_{n=0}^\infty (-s|z - w|)^n d\nu(z)d\nu(w) = 0$$

for each $s$. The $n = 0$ term integrates to 0 on its own, since $\nu(C) = 0$. Since $\nu$ is compactly supported, given $\epsilon > 0$, we can choose $s = \frac{\epsilon}{\text{diam}(\text{supp}(\nu))}$ so that

$$\sum_{n=2}^\infty (s|z - w|)^n < \frac{\epsilon^2}{\epsilon^2}.$$

But then

$$\left| \int |z - w| d\nu(z)d\nu(w) \right| = \frac{1}{s} \left| \int \sum_{n=2}^\infty (-s|z - w|)^n d\nu(z)d\nu(w) \right| < \frac{\epsilon \text{diam}(\text{supp}(\nu))(|\nu(C)|)^2}{1 - \epsilon};$$

i.e., $\int |z - w| d\nu(z)d\nu(w) = 0$. Iterating this argument gives that

$$\int |z - w|^n d\nu(z)d\nu(w) = 0$$

for all $n \in \mathbb{N}$. In particular, considering even powers gives that for all $n \geq 0,

$$0 = \int (z - w)^n(z - \overline{w})^n d\nu(z)d\nu(w)$$

$$= \sum_{j,k=0}^n \binom{n}{j} \binom{n}{k} \left( \int z^{l+j}d\nu(z) \right) \left( \int (\overline{z})^{l+k}d\nu(w) \right) \left( \int (z - w)^{n-l-j}(\overline{z} - \overline{w})^{n-l-k}d\nu(w) \right).$$
Exercise 4.21  Prove by induction that this last equality implies that \( \int z^j z^k d\nu(z) = 0 \) for all \( j, k \).

Since \( \nu \) is compactly supported, the monomials \( \{ z^j z^k \} \) span a dense subset of the continuous functions on the support of \( \nu \), and so the result of the exercise shows that \( \nu = 0 \).

All that remains is to show that \( E \) is lower semicontinuous. Let

\[
F(\zeta, \eta) := -\log |\zeta - \eta|
\]

and for \( \alpha > 0 \), let

\[
F_\alpha(\zeta, \eta) := \min\{F(\zeta, \eta), \alpha\}.
\]

Then \( F_\alpha \) is a bounded, continuous function on \( S^1 \times S^1 \). Given a bounded continuous function \( g \), the mapping

\[
\mu \mapsto \int g d\mu
\]

is continuous by definition, and the mapping \( \mu \mapsto \mu \times \mu \) is also continuous, so

\[
\mu \mapsto \int_{S^1 \times S^1} F_\alpha(\zeta, \eta) d\mu(\zeta) d\mu(\eta)
\]

is continuous on \( \mathcal{P}(S^1) \). By the monotone convergence theorem,

\[
E(\mu) = \int_{S^1 \times S^1} F(\zeta, \eta) d\mu(\zeta) d\mu(\eta) = \sup_{\alpha > 0} \int_{S^1 \times S^1} F_\alpha(\zeta, \eta) d\mu(\zeta) d\mu(\eta);
\]

that is, \( E \) is the supremum of continuous functions and hence lower semicontinuous.

\[ \square \]

4.4 Large deviations for the empirical spectral measure

**Empirical spectral measures**

Let \( \mu_n \) denote the empirical spectral measure of a random unitary matrix \( U \in U(n) \). Then \( \mu_n \) is a random element of the (compact) topological space \( \mathcal{P}(S^1) \) (with the topology of convergence in distribution). Let \( \mathbb{P}_n \) denote the distribution of \( \mu_n \) in \( \mathcal{P}(S^1) \); it is for these \( \mathbb{P}_n \) that the LDP holds, as follows.

**Theorem 4.22** (Hiai–Petz)  Let \( \mathbb{P}_n \) denote the distribution of the empirical spectral measure of a Haar-distributed random unitary matrix in \( U(n) \). The sequence \( \{ \mathbb{P}_n \}_{n \in \mathbb{N}} \) of measures on \( \mathcal{P}(S^1) \) as defined above satisfies an LDP with speed \( n^2 \) and rate function given by the logarithmic energy \( E \).
Proof. It is a consequence of Alaoglu’s theorem that \( \mathcal{P}(\mathbb{S}^1) \) is compact in the weak-* topology, and so the existence of a weak LDP is the same as the full LDP. We thus proceed via Theorem 4.19: we show that

\[
\mathcal{E}(\mu) \geq \sup_{A \in \mathcal{A}, \mu \in A} \left[ -\liminf_{n \to \infty} \frac{1}{n^2} \log \mathbb{P}_n(A) \right].
\] (4.13)

and

\[
\mathcal{E}(\mu) \leq \sup_{A \in \mathcal{A}, \mu \in A} \left[ -\limsup_{n \to \infty} \frac{1}{n^2} \log \mathbb{P}_n(A) \right].
\] (4.14)

As above, let

\[
F(\zeta, \eta) := -\log|\zeta - \eta|
\]

and for \( \alpha > 0 \), let

\[
F_\alpha(\zeta, \eta) := \min\{F(\zeta, \eta), \alpha\},
\]

so that

\[
\mathcal{E}(\mu) = \iint F(\zeta, \eta) d\mu(\zeta) d\mu(\eta) = \sup_{\alpha > 0} \iint F_\alpha(\zeta, \eta) d\mu(\zeta) d\mu(\eta).
\]

Given a vector \( \phi = (\phi_1, \ldots, \phi_n) \in [0, 2\pi]^n \), let

\[
\mu_\phi = \frac{1}{n} \sum_{j=1}^n \delta_{e^{i\phi_j}}.
\]

Let \( \mu \in \mathcal{P}(\mathbb{S}^1) \) and let \( A \) be a neighborhood of \( \mu \). Define

\[
A_0 := \{ \phi \in [0, 2\pi]^n : \mu_\phi \in A \}.
\]

Then by the Weyl integration formula (Theorem 3.1), for any \( \alpha > 0 \),

\[
\mathbb{P}_n(A) = \frac{1}{(2\pi)^n n!} \int_{A_0} \cdots \int_{A_0} \exp \left\{ -\sum_{j \neq k} F(\phi_j, \phi_k) \right\} d\phi_1 \cdots d\phi_n
\]

\[
\leq \frac{1}{(2\pi)^n n!} \int_{A_0} \cdots \int_{A_0} \exp \left\{ -\sum_{j \neq k} F_\alpha(\phi_j, \phi_k) \right\} d\phi_1 \cdots d\phi_n
\]

\[
= \frac{1}{(2\pi)^n n!} \int_{A_0} \cdots \int_{A_0} \exp \left\{ -n^2 \int_{A_0} \int_{A_0} F_\alpha(\phi(x), \phi(y)) d\mu_\phi(x) d\mu_\phi(y) + \alpha n \right\} d\phi_1 \cdots d\phi_n
\]

\[
\leq \frac{e^\alpha}{n!} \exp \left\{ -n^2 \inf_{\rho \in A} \int_{A_0} \int_{A_0} F_\alpha(\zeta, \eta) d\rho(\zeta) d\rho(\eta) \right\}
\]
Taking logarithms, dividing by $n^2$, and taking the limit superior of both sides gives that
\[
\limsup_{n \to \infty} \frac{1}{n^2} \log \mathbb{P}_n(A) \leq -\inf_{\rho \in \mathbb{A}} \int A F_\alpha(\xi, \eta) d\rho(\xi) d\rho(\eta),
\]
so that
\[
\sup_{A \in \mathbb{A}, \mu \in \mathbb{A}} \left[ -\limsup_{n \to \infty} \frac{1}{n^2} \log \mathbb{P}_n(A) \right] \geq \sup_{A \in \mathbb{A}, \mu \in \mathbb{A}} \left[ \inf_{\rho \in \mathbb{A}} \int A F_\alpha(\xi, \eta) d\rho(\xi) d\rho(\eta) \right].
\]

Recall that for each $\alpha > 0$, $\rho \mapsto F_\alpha(\xi, \eta)$ is continuous, so that for any $\epsilon > 0$, we can choose $A_\epsilon$ a neighborhood of $\mu$ such that
\[
\inf_{\rho \in A_\epsilon} \int A F_\alpha(\xi, \eta) d\rho(\xi) d\rho(\eta) \geq \int A F_\alpha(\xi, \eta) d\mu(\xi) d\mu(\eta) - \epsilon.
\]

Letting $\epsilon \to 0$ and then $\alpha \to \infty$ shows that
\[
\sup_{A \in \mathbb{A}, \mu \in \mathbb{A}} \left[ -\limsup_{n \to \infty} \frac{1}{n^2} \log \mathbb{P}_n(A) \right] \geq \int \mathbb{F}(\xi, \eta) d\mu(\xi) d\mu(\eta) = \mathbb{E}(\mu),
\]
and so (4.13) is proved.

To prove (4.14), we make use of a regularization of $\mu$ via the Poisson kernel. Specifically, for $0 < r < 1$, let
\[
P_r(\theta) = \frac{1 - r^2}{1 - 2r \cos(\theta) + r^2}.
\]
If
\[
f_r(\theta) = (P_r * \mu)(\theta) = \int_{\mathbb{S}^1} P_r(\theta - \arg(\zeta)) d\mu(\zeta)
\]
and $\mu_r$ is the probability measure on $\mathbb{S}^1$ with density $f_r$, then $f_r$ is continuous and strictly positive, $\mu_r \Rightarrow \mu$ as $r \to 1$, and $\mathbb{E}(\mu_r) \xrightarrow{\mathbb{L}_1} \mathbb{E}(\mu)$ (for details, see [52]).

Let $\delta > 0$ be such that $\delta \leq f_r(z) \leq \delta^{-1}$ for $z \in \mathbb{S}^1$. Since $f_r$ is strictly positive, the function
\[
\theta \mapsto \frac{1}{2\pi} \int_0^\theta f_r(\theta') d\theta'
\]
is invertible; let $\phi : [0, 1] \to [0, 2\pi]$ denote the inverse. Then for each $n \in \mathbb{N}$ and $j \in \{1, \ldots, n\}$, define
\[
0 = b_0^{(n)} < a_1^{(n)} < b_1^{(n)} < \cdots < a_n^{(n)} < b_n^{(n)} = 2\pi
\]
by
\[
a_j^{(n)} = \phi \left( \frac{j - \frac{1}{2}}{n} \right) \quad b_j^{(n)} = \phi \left( \frac{j}{n} \right),
\]
and note that this implies that for all $j = 1, \ldots, n,$

$$\frac{\pi \delta}{n} \leq (b_j^{(n)} - a_j^{(n)}) \leq \frac{\pi}{n \delta}$$

$$\frac{\pi \delta}{n} \leq (a_j^{(n)} - b_{j-1}^{(n)}) \leq \frac{\pi}{n \delta}.$$  

Let

$$\Delta_n := \{ (\theta_1, \ldots, \theta_n) : a_j^{(n)} \leq \theta_j \leq b_j^{(n)}, 1 \leq j \leq n \}$$

and suppose that $\phi = (\phi_1, \ldots, \phi_n) \in \Delta_n.$ Let $g : \mathbb{S}^1 \to \mathbb{R}$ have $\|g\|_{BL} \leq 1$ (recall that $\|g\|_{BL}$ is the maximum of the supremum norm and the Lipschitz constant of $g$). Then

$$\left| \int_{\mathbb{S}^1} g(z) d\mu_\phi(z) - \int_{\mathbb{S}^1} g(z) d\mu_\nu(z) \right| = \left| \frac{1}{n} \sum_{j=1}^n g(e^{i\phi_j}) - \frac{1}{2\pi} \sum_{j=1}^n \int_{b_j^{(n)}}^{a_j^{(n)}} g(e^{i\theta}) f_s(e^{i\theta}) d\theta \right|$$

$$= \left| \sum_{j=1}^n \frac{1}{2\pi} \int_{b_j^{(n)}}^{a_j^{(n)}} (g(e^{i\theta}) - g(e^{i\theta})) f_s(e^{i\theta}) d\theta \right|$$

$$\leq \max_{1 \leq j \leq n} |b_j^{(n)} - b_{j-1}^{(n)}|$$

$$\leq \frac{2\pi}{n \delta}.$$  

Since the bounded-Lipschitz distance is a metric for the topology of convergence in distribution, this means that for any neighborhood $A$ of $\mu_\nu,$ for $n$ large enough,

$$\Delta_n \subseteq A_0 = \{ \phi : \mu_\phi \in A \}.$$  

Writing

$$m_{jk}^{(n)} := \min \left\{ |e^{is} - e^{it}| : a_j^{(n)} \leq s \leq b_j^{(n)}, a_k^{(n)} \leq t \leq b_k^{(n)} \right\},$$

it now follows from the Weyl integration formula that

$$\mathbb{P}_n(A) = \frac{1}{(2\pi)^n n!} \int_{A_0^1} \cdots \int_{A_0^n} \prod_{1 \leq j < k \leq n} |e^{i\phi_j} - e^{i\phi_k}|^2 d\phi_1 \cdots d\phi_n$$

$$\geq \frac{1}{(2\pi)^n n!} \int_{A_0^1} \cdots \int_{A_0^n} \prod_{1 \leq j < k \leq n} |e^{i\phi_j} - e^{i\phi_k}|^2 d\phi_1 \cdots d\phi_n$$

$$\geq \frac{1}{(2\pi)^n n!} \prod_{1 \leq j < k \leq n} \left[ m_{jk}^{(n)} \right]^2 \int_{A_0^n} \cdots \int_{A_0^n} d\phi_1 \cdots d\phi_n$$

$$\geq \frac{1}{n!} \left( \frac{\delta}{2n} \right)^n \prod_{1 \leq j < k \leq n} \left[ m_{jk}^{(n)} \right]^2.$$  
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since $b_n^{(a)} - d_n^{(a)} \geq \frac{n\delta}{n}$. Taking logarithms, diving by $n^2$, and taking limits inferior thus gives

$$\liminf_{n \to \infty} \frac{1}{n^2} \log P_n(A) \geq \liminf_{n \to \infty} \frac{2}{n^2} \sum_{1 \leq j < j' \leq n} \log(m_{jk}^{(n)}).$$

Since $\varphi$ is increasing with $a_j^{(n)} = \frac{j-1}{n}$ and $b_j^{(n)} = \frac{j}{n}$,

$$\lim_{n \to \infty} \frac{2}{n^2} \sum_{1 \leq j < j' \leq n} \log(m_{jk}^{(n)}) = \lim_{n \to \infty} \frac{2}{n^2} \sum_{1 \leq j < j' \leq n} \log\left(\min_{\frac{1}{2} \leq u \leq v} |e^{i\varphi(u)} - e^{i\varphi(v)}|\right)$$

$$= 2 \int_0^{\frac{1}{2}} \int_0^{\frac{1}{2}} \log |e^{i\varphi(u)} - e^{i\varphi(v)}| \, du \, dv$$

$$= \frac{1}{(2\pi)^2} \int_0^{2\pi} \int_0^{2\pi} f_s(e^{is}) f_t(e^{it}) \log |e^{is} - e^{it}| \, ds \, dt$$

$$= -\mathcal{E}(\mu_r),$$

where the convergence of the Riemann sums to the integral is valid because the integrand is bounded below by $\log \left(\frac{\delta}{2}\right)$.

We thus have that for any neighborhood $A$ of $\mu_r$,

$$-\liminf_{n \to \infty} \frac{1}{n^2} \log P_n(A) \leq \mathcal{E}(\mu_r).$$

Since $\mu_r \Rightarrow \mu$, this also holds for any neighborhood $A$ of $\mu$, for $r$ close enough to 1, so that

$$\sup_{A \in A, \mu \in A} \left[ -\liminf_{n \to \infty} \frac{1}{n^2} \log P_n(A) \right] \leq \limsup_{r \to 1} \mathcal{E}(\mu_r) = \mathcal{E}(\mu).$$

This completes the proof of (4.13).

□

Notes and References

The paper [56] of Hough–Krishnapur–Peres–Virág gives a beautiful survey on determinantal point processes with many applications; this paper is in particular the source of Theorem [4.1] and its proof.

Theorem 4.9 and a multivariate generalization were proved by Wieand [108], by exploiting the connection with Toeplitz matrices. She showed the following.
Theorem 4.23 (Wieand) Let $U$ be a Haar-distributed random matrix in $U(n)$. For $0 \leq \alpha < \beta < 2\pi$, let $N_{\alpha,\beta}^{(n)}$ denote the number of eigenangles of $U$ lying in $[\alpha, \beta]$. The finite-dimensional distributions of the process

$$\frac{\pi}{\sqrt{\log(n)}} \left( N_{\alpha,\beta}^{(n)} - \mathbb{E} N_{\alpha,\beta}^{(n)} \right)_{0 \leq \alpha < \beta < 2\pi}$$

converge to those of a centered Gaussian process $\{Z_{\alpha,\beta}\}_{0 \leq \alpha < \beta < 2\pi}$ with covariance

$$\mathbb{E} [Z_{\alpha,\beta} Z_{\alpha',\beta'}] = \begin{cases} 
1, & \alpha = \alpha', \beta = \beta'; \\
\frac{1}{2}, & \alpha = \alpha', \beta \neq \beta'; \\
\frac{1}{2}, & \alpha \neq \alpha', \beta = \beta'; \\
-\frac{1}{2}, & \beta = \alpha'; \\
0, & \text{otherwise}.
\end{cases}$$

These surprising correlations have been the result of further study, in particular by Diaconis and Evans [32] and Hughes, Keating, and O’Connell [57]. In [97], Soshnikov proved univariate central limit theorems for local and global statistics of eigenvalues of random matrices from the classical compact groups. Fast rates of convergence in the univariate central limit theorem for $\text{Tr}(U^k)$ for $k$ fixed and $U$ distributed according to Haar measure were found for $U \in O(n)$ by Stein [98] and Johansson [61]. Johansson also found rates of convergence in the unitary and symplectic cases; his results are as follows.

Theorem 4.24 (Johansson [61]) Let $U \in G(n)$ where $G(n)$ is one of $O(n)$, $U(n)$, and $Sp(2n)$. Let $k \in \mathbb{N}$ and let

$$X_k = \frac{1}{\sqrt{k}} \left( \text{Tr}(U^k) - \mathbb{E} \text{Tr}(U^k) \right).$$

There are positive constants $C_i$ and $\delta_i$ ($1 \leq i \leq 3$), independent of $n$, such that the following hold.

1. For $U$ distributed according to Haar measure on $U(n)$, and $Z$ a standard complex Gaussian random variable,

$$d_{TV}(X_k, Z) \leq C_1 n^{-\delta_1 n}.$$

2. For $U$ distributed according to Haar measure on $O(n)$, and $Z$ a standard (real) Gaussian random variable,

$$d_{TV}(X, Z) \leq C_2 e^{-\delta_2 n}.$$
3. For $U$ distributed according to Haar measure on $\mathbb{S}^{2n}(2n)$, and $Z$ a standard complex Gaussian random variable,

$$d_{TV}(X,Z) \leq C_3 e^{-\delta_1 n}.$$ 

Rates of convergence in the multivariate case were obtained by Döbler and Stolz [38] via Stein’s method, following work of Fulman [47].

In the paper [32] of Diaconis and Evans, they did further work to expand the class of test functions from $H^2_2$ so as to prove multivariate limit theorems for the number of eigenvalues in an arc, which in particular recovered Wieand’s result above.

For a general introduction to the theory of large deviations, see the book [30] of Dembo and Zeitouni. The large deviations principle for the empirical spectral measure (Theorem 4.22) is due to Hiai and Petz [52] (see also their book [53]), and we have followed their proof fairly closely, with background on the logarithmic energy taken from [10] and [70].
5
Concentration of measure

5.1 The concentration of measure phenomenon

The phenomenon of concentration of measure arises frequently as a tool in probability and related areas; following its use by Vitali Milman in his probabilistic proof of Dvoretzky’s theorem, the explicit study and more systematic exploitation of this phenomenon has become a large and influential area. The basic idea is that in various settings, functions with small local fluctuations are often essentially constant, where “essentially” should be interpreted in the probabilistic sense that with high probability, such functions are close to their means.

The following result in classical probability gives a first example of a concentration phenomenon.

**Theorem 5.1 (Bernstein’s inequality)** Let \( \{X_j\}_{j=1}^n \) be independent random variables such that, for each \( j \), \( |X_j| \leq 1 \) almost surely. Let \( S_n := \sum_{j=1}^n X_j \) and let \( \sigma^2 = \text{Var}\left(\sum_{j=1}^n X_j\right) \). Then for all \( t > 0 \),

\[
P\left[\left| \frac{S_n}{n} - \mathbb{E}\left[\frac{S_n}{n}\right] \right| > t\right] \leq C \exp\left(-\min\left\{\frac{n^2 t^2}{2\sigma^2}, \frac{nt}{2}\right\}\right).
\]

Letting \( t = \frac{A\sigma^2}{n} \) for a large constant \( A \) gives that

\[
P\left[\left| \frac{S_n}{n} - \mathbb{E}\left[\frac{S_n}{n}\right] \right| > \frac{A\sigma^2}{n}\right] \leq Ce^{-\frac{A^2 n}{2}}.
\]

That is, if \( n \) is large, it is likely that the average of \( n \) bounded independent random variables is within a window of size \( O\left(\frac{1}{n}\right) \) about its mean. It is reasonable to think of the average of \( n \) random variables as a statistic with small local fluctuations, since if just the value of one (or a few) of the random variables is changed, the average can only change on the scale of \( \frac{1}{n} \).
Another classical appearance of concentration of measure is that of Gaussian measure concentration:

**Theorem 5.2** Let $f : \mathbb{R}^n \to \mathbb{R}$ be Lipschitz with Lipschitz constant $L$, and let $Z = (Z_1, \ldots, Z_n)$ be a standard Gaussian random vector in $\mathbb{R}^n$. Let $M$ be a median of $f$; i.e., $\mathbb{P}[f(Z) \geq M] \geq \frac{1}{2}$ and $\mathbb{P}[f(Z) \leq M] \geq \frac{1}{2}$. Then

$$\mathbb{P}[|f(Z) - M| \geq Lt] \leq 2e^{-\frac{L^2 t^2}{2}}.$$

The following statement about uniform measure on the sphere is analogous to the previous result; the difference in appearance of the exponent is only due to the choice of normalization of the random vector.

**Theorem 5.3** (Lévy’s lemma) Let $f : S^{n-1} \to \mathbb{R}$ be Lipschitz with Lipschitz constant $L$, and let $X$ be a uniform random vector in $S^{n-1}$. Let $M$ be a median of $f$; that is, $\mathbb{P}[f(X) \geq M] \geq \frac{1}{2}$ and $\mathbb{P}[f(X) \leq M] \geq \frac{1}{2}$. Then

$$\mathbb{P}[|f(X) - M| \geq Lt] \leq 2e^{-(n-2)t^2}.$$

Both results can be loosely interpreted as saying that if the local fluctuations of a function are controlled (the function is Lipschitz), then the function is essentially constant.

Concentration results are often formulated in terms of the mean rather than a median, as follows.

**Corollary 5.4** Let $f : S^{n-1} \to \mathbb{R}$ be Lipschitz with Lipschitz constant $L$, and let $X$ be a uniform random vector in $S^{n-1}$. Then if $M_f$ denotes a median of $f$ with respect to uniform measure on $S^{n-1},$

$$|\mathbb{E}f(X) - M_f| \leq L\sqrt{\frac{\pi}{n-2}}$$

and

$$\mathbb{P}[|f(X) - \mathbb{E}f(X)| \geq Lt] \leq e^{\pi - \frac{t^2}{2}}.$$

**Proof** First note that Lévy’s lemma and Fubini’s theorem imply that

$$|\mathbb{E}f(X) - M_f| \leq \mathbb{E}|f(X) - M_f|$$

$$= \int_0^\infty \mathbb{P}[|f(X) - M_f| > t]dt \leq \int_0^\infty 2e^{-\frac{2t^2}{n-2}}dt = L\sqrt{\frac{\pi}{n-2}}.$$
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If \( t > 2 \sqrt{\frac{\pi}{n-2}} \), then

\[
P \left[ |f(X) - \mathbb{E}f(X)| > Lt \right] \leq P \left[ \left| f(X) - M_f \right| > Lt - \left| M_f - \mathbb{E}f(X) \right| \right] 
\]

\[
\leq P \left[ \left| f(X) - M_f \right| > Lt \left( t - \sqrt{\frac{\pi}{n-2}} \right) \right] 
\]

\[
\leq 2e^{-\frac{n-2}{t^2}}.
\]

On the other hand, if \( t \leq 2 \sqrt{\frac{\pi}{n-2}} \), then

\[
e^{\pi - \left( n-2 \right) t^2} \geq 1,
\]

so the statement holds trivially. \(\square\)

5.2 Logarithmic Sobolev inequalities and concentration

Knowing that a metric probability space possesses a concentration of measure property along the lines of Lévy’s lemma opens many doors; however, it is not a priori clear how to show that such a property holds or to determine what the optimal (or even good) constants are. In this section we discuss obtaining measure concentration via logarithmic Sobolev inequalities.

In what follows let \((X, d)\) be a metric space equipped with a Borel probability measure \(P\), with \(\mathbb{E}\) denoting expectation with respect to \(P\). The entropy of a measurable function \(f : X \to [0, \infty)\) with respect to \(P\) is

\[
\text{Ent}(f) := \mathbb{E}[f \log(f)] - (\mathbb{E}f) \log(\mathbb{E}f). \tag{5.1}
\]

For \(c > 0\), \(\text{Ent}(cf) = c \text{Ent}(f)\), and it follows from Jensen’s inequality that \(\text{Ent}(f) \geq 0\).

Since \(X\) is an arbitrary metric measure space, it may not have a smooth structure. Nevertheless, the concept of the length of the gradient extends, as follows. A function \(g : X \to \mathbb{R}\) is locally Lipschitz if for all \(x \in X\), there is a neighborhood \(U \subseteq X\) of \(x\) on which \(g\) is Lipschitz; for a locally Lipschitz function \(g : X \to \mathbb{R}\), the length of the gradient of \(g\) at \(x\) is defined by

\[
|\nabla g|(x) := \limsup_{y \to x} \frac{|g(y) - g(x)|}{d(y, x)}.
\]

For smooth functions \(\phi : \mathbb{R} \to \mathbb{R}\), this length of gradient satisfies the chain rule:

\[
|\nabla \phi(f)| \leq |\phi'(f)||\nabla f|.
\]
5.2 Logarithmic Sobolev inequalities and concentration

**Definition** The space \((X, d, P)\) satisfies a logarithmic Sobolev inequality (or log-Sobolev inequality or LSI) with constant \(C > 0\) if, for every locally Lipschitz \(f : X \to \mathbb{R}\),

\[
\text{Ent}(f^2) \leq 2C \mathbb{E}\left(\|\nabla f\|^2\right).
\]

The reason for our interest in log-Sobolev inequalities is that they imply measure concentration for Lipschitz functions, via what is known as the Herbst argument.

**Theorem 5.5** Suppose that \((X, d, P)\) satisfies a log-Sobolev inequality with constant \(C > 0\). Then if \(F : X \to \mathbb{R}\) is 1-Lipschitz, \(\mathbb{E}|F| < \infty\), and for every \(r \geq 0\),

\[
P\left[|F - \mathbb{E}F| \geq r\right] \leq 2e^{-r^2/2C}.
\]

**Proof (the Herbst argument)**

First consider the case that \(F\) is bounded as well as Lipschitz, and note also that by replacing \(F\) with \(F - \mathbb{E}F\), it suffices to treat the case \(\mathbb{E}F = 0\). For \(\lambda > 0\), it follows by Chebychev’s inequality that

\[
P\left[F \geq r\right] = P\left[e^{\lambda F} \geq e^{\lambda r}\right] \leq e^{-\lambda r} \mathbb{E}e^{\lambda F}.
\]

For notational convenience, let \(H(\lambda) := \mathbb{E}e^{\lambda F}\), and consider the function \(f\) with

\[
f^2 := e^{\lambda F}.
\]

Then

\[
\text{Ent}(f^2) = \mathbb{E}\left[\lambda Fe^{\lambda F}\right] - H(\lambda) \log H(\lambda),
\]

and

\[
|\nabla f(x)| \leq e^{\frac{\lambda F(x)}{2}} |\nabla F(x)|.
\]

Taking expectation and using the fact that \(F\) is 1-Lipschitz (so that \(|\nabla F| \leq 1\)) gives

\[
\mathbb{E}|\nabla f|^2 \leq \frac{\lambda^2}{4} \mathbb{E}\left[|\nabla F|^2 e^{\lambda F}\right] \leq \frac{\lambda^2}{4} \mathbb{E}\left[e^{\lambda F}\right] = \frac{\lambda^2}{4} H(\lambda);
\]

applying the LSI with constant \(C\) to this \(f\) thus yields

\[
\mathbb{E}\left[\lambda Fe^{\lambda F}\right] - H(\lambda) \log H(\lambda) = \lambda H'(\lambda) - H(\lambda) \log H(\lambda) \leq \frac{C \lambda^2}{2} H(\lambda),
\]

or rearranging,

\[
\frac{H'(\lambda)}{\lambda H(\lambda)} - \frac{\log H(\lambda)}{\lambda^2} \leq \frac{C}{2}.
\]
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Now, if \( K(\lambda) := \frac{\log H(\lambda)}{\lambda} \), then the right-hand side is just \( K'(\lambda) \), and so we have the simple differential inequality

\[
K'(\lambda) \leq \frac{C}{2}.
\]

Since \( H(0) = 1 \),

\[
\lim_{\lambda \to 0} K(\lambda) = \lim_{\lambda \to 0} \frac{H'(\lambda)}{H(\lambda)} = \lim_{\lambda \to 0} \frac{\mathbb{E}[e^{\lambda F}]}{e^{\lambda}} = \mathbb{E}F = 0,
\]

and thus

\[
K(\lambda) = \int_0^\lambda K'(s)ds \leq \int_0^\lambda \frac{C}{2}ds = \frac{C\lambda}{2}.
\]

In other words,

\[
\mathbb{E}[e^{\lambda F}] = H(\lambda) = e^{\lambda K(\lambda)} \leq e^{\frac{C\lambda^2}{2}}.
\]

It follows from this last estimate together with \( \text{(5.3)} \) that for \( F : X \to \mathbb{R} \) which is 1-Lipschitz and bounded,

\[
\mathbb{P}[F \geq \mathbb{E}F + r] \leq e^{-\frac{r^2}{2}}.
\]

Choosing \( \lambda = \frac{r}{C} \) completes the proof under the assumption that \( F \) is bounded.

In the general case, let \( \epsilon > 0 \) and define the truncation \( F_\epsilon \) by

\[
F_\epsilon(x) := \begin{cases} 
-\frac{1}{\epsilon}, & F(x) \leq -\frac{1}{\epsilon}; \\
F(x), & -\frac{1}{\epsilon} \leq F(x) \leq \frac{1}{\epsilon}; \\
\frac{1}{\epsilon}, & F(x) \geq \frac{1}{\epsilon}.
\end{cases}
\]

Then \( F_\epsilon \) is 1-Lipschitz and bounded so that by the argument above,

\[
\mathbb{E}[e^{\lambda F_\epsilon}] \leq e^{\lambda \mathbb{E}[F_\epsilon] + \frac{C\epsilon^2}{2}}.
\]

The truncation \( F_\epsilon \) approaches \( F \) pointwise as \( \epsilon \to 0 \), so by Fatou’s lemma,

\[
\mathbb{E}[e^{\lambda F}] \leq e^{\liminf_{\epsilon \to 0} \mathbb{E}[F_\epsilon] + \frac{C\epsilon^2}{2}}.
\]

It remains to show that \( \mathbb{E}[F_\epsilon] \xrightarrow{\epsilon \to 0} \mathbb{E}F \) (in particular that \( \mathbb{E}F \) is defined); the proof is then completed exactly as in the bounded case.

Now, \( F \) takes on some finite value at each point in \( X \), so there is a constant \( K \) such that

\[
\mathbb{P}[|F| \leq K] \geq \frac{7}{8};
\]
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moreover, \( F_\varepsilon \) converges pointwise, hence also in probability to \( F \), so there is some \( \varepsilon_0 \) such that for \( \varepsilon < \varepsilon_0 \),

\[
\mathbb{P}[|F_\varepsilon - F| > K] < \frac{1}{8},
\]

and so \( \mathbb{P}[|F_\varepsilon| \leq 2K] \geq \frac{3}{4} \). On the other hand, since \( |F_\varepsilon| \) is bounded and 1-Lipschitz, it has already been shown that

\[
\mathbb{P}
\left[
|F_\varepsilon| - \mathbb{E}|F_\varepsilon|
\right] > t
\]

so that there is some \( r \) (depending only on \( C \)) such that

\[
\mathbb{P}
\left[
|F_\varepsilon| - \mathbb{E}|F_\varepsilon|
\right] > r < \frac{1}{4}.
\]

It follows that for \( \varepsilon < \varepsilon_0 \), the set

\[
\{|F_\varepsilon| < 2K\} \cap \{|F_\varepsilon| - \mathbb{E}|F_\varepsilon| \leq r\}
\]

has probability at least \( \frac{1}{2} \), and is in particular non-empty. But on this set, \( \mathbb{E}|F_\varepsilon| \leq 2K + r \), and so \( \mathbb{E}|F_\varepsilon| \) is uniformly bounded, independent of \( \varepsilon \).

It follows from the version of (5.4) for \( F_\varepsilon \) itself and Fubini’s theorem that

\[
\mathbb{E}|F_\varepsilon - \mathbb{E}F_\varepsilon|^2 = \int_0^\infty t \mathbb{P}[|F_\varepsilon - \mathbb{E}F_\varepsilon| > t] dt \leq \int_0^\infty 2te^{-\frac{t^2}{2}} dt = 2C,
\]

and using Fatou’s lemma again gives that

\[
\mathbb{E}|F - \mathbb{E}F|^2 \leq \lim inf_{\varepsilon \to 0} \mathbb{E}|F_\varepsilon - \mathbb{E}F_\varepsilon|^2 \leq 2C.
\]

In particular

\[
\mathbb{E}|F| \leq \mathbb{E}|F - \mathbb{E}F_\varepsilon| + \mathbb{E}|F_\varepsilon| \leq \sqrt{2C} + 2K + r,
\]

and so \( F \) is integrable. One final application of the convergence of \( F_\varepsilon \) to \( F \) in probability gives

\[
\mathbb{E}|F - \mathbb{E}F_\varepsilon| \leq \delta + \mathbb{E}|F_\varepsilon - F| \mathbb{P}[|F_\varepsilon - F| > \delta] \xrightarrow{\varepsilon \to 0} 0.
\]

\( \Box \)

Log-Sobolev inequalities can be transferred between spaces via Lipschitz maps, as follows.

**Lemma 5.6** Let \( (X, d_X, \mathbb{P}) \) be a metric space equipped with a Borel probability measure \( \mathbb{P} \) and let \( (Y, d_Y) \) be a metric space. Suppose that \( (X, d_X, \mathbb{P}) \) satisfies a log-Sobolev inequality with constant \( C \). Let \( F : X \to Y \) be a Lipschitz map
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with Lipschitz constant $L$, and let $\mathbb{P}_F$ be the push-forward of $\mathbb{P}$ to $Y$ via $F$; i.e., if $A \subseteq Y$ is a Borel set, then

$$\mathbb{P}_F(A) = \mathbb{P}(F^{-1}(A)).$$

Then $(Y, d_Y, \mathbb{P}_F)$ satisfies a log-Sobolev inequality with constant $CL^2$.

**Proof** Let $g : Y \to \mathbb{R}$ be locally Lipschitz. Then $g \circ F : X \to \mathbb{R}$ is locally Lipschitz, and at each $x \in X$,

$$|\nabla (g \circ F)(x)| \leq L|\nabla g|(F(x)).$$

Applying the LSI on $X$ to $g \circ F$ thus yields

$$\text{Ent}_{\mathbb{P}_F}(g) = \text{Ent}_{\mathbb{P}}(g \circ F)$$

$$\leq 2C \int |\nabla g \circ F|^2(x) d\mathbb{P}(x)$$

$$\leq 2CL^2 \int |\nabla F|^2(F(x)) d\mathbb{P}(x) = 2CL^2 \int |\nabla F|^2(y) d\mathbb{P}_F(y).$$

$\Box$

A key advantage of the approach to concentration via log-Sobolev inequalities is that log-Sobolev inequalities *tensorize*; that is, if one has the same LSI on each of some finite collection of spaces, the same LSI holds on the product space, independent of the number of factors, as follows.

**Theorem 5.7** Suppose that each of the metric probability spaces $(X_i, d_i, \mu_i)$ $(1 \leq i \leq n)$ satisfies a log-Sobolev inequality: for each $i$ there is a $C_i > 0$ such that for every locally Lipschitz function $f : X_i \to \mathbb{R}$,

$$\text{Ent}_{\mu_i}(f^2) \leq 2C_i \int |\nabla_{X_i} f|^2 d\mu_i.$$

Let $X = X_1 \times \cdots \times X_n$ equipped with the product probability measure $\mu := \mu_1 \otimes \cdots \otimes \mu_n$. Then for every locally Lipschitz function $f : X \to \mathbb{R}$,

$$\text{Ent}_{\mu}(f^2) \leq 2C \int \sum_{i=1}^n |\nabla_{X_i} f|^2 d\mu,$$

where

$$|\nabla_{X_i} f(x_1, \ldots, x_n)| = \lim_{y_i \to x_i} \frac{|f(x_1, \ldots, x_{i-1}, y_i, x_{i+1}, \ldots, x_n) - f(x_1, \ldots, x_n)|}{d(y_i, x_i)}$$

and $C = \max_{1 \leq i \leq n} C_i$. 
The crucial point here is that the constant $C$ does not get worse with the number of factors; that is, the lemma gives dimension-free tensorization of log-Sobolev inequalities.

The theorem follows immediately from the following property of entropy.

**Proposition 5.8** Let $X = X_1 \times \cdots \times X_n$ and $\mu = \mu_1 \otimes \cdots \otimes \mu_n$ as above, and suppose that $f : X \to [0, \infty)$. For $\{x_1, \ldots, x_n\} \setminus \{x_i\}$ fixed, write

$$f_i(x_i) = f(x_1, \ldots, x_n),$$

thought of as a function of $x_i$. Then

$$\text{Ent}_\mu(f) \leq \sum_{i=1}^n \int \text{Ent}_{\mu_i}(f_i) d\mu.$$

**Proof** The proof makes use of the following dual formulation of the definition of entropy: given a probability space $(\Omega, \mathcal{F}, P)$, the definition of $\text{Ent}(f) = \text{Ent}_P(f)$ given in Equation (5.1) is equivalent to

$$\text{Ent}_P(f) := \sup \left\{ \int f g dP \left| \int e^g dP \leq 1 \right. \right\},$$

as follows.

First, for simplicity we may assume that $\int f dP = 1$, since both expressions for the entropy are homogeneous of degree 1. Then the expression in (5.1) is

$$\text{Ent}_P(f) = \int f \log(f) dP.$$

Now, if $g := \log(f)$, then $\int e^g dP = \int f dP = 1$, and so

$$\int f \log(f) dP = \int f g dP \leq \sup \left\{ \int f g dP \left| \int e^g dP \leq 1 \right. \right\}.$$

On the other hand, Young’s inequality says that for $u \geq 0$ and $v \in \mathbb{R}$,

$$uv \leq u \log(u) - u + e^v;$$

applying this to $u = f$ and $v = g$ and integrating shows that

$$\sup \left\{ \int f g dP \left| \int e^g dP \leq 1 \right. \right\} \leq \int f \log(f) dP.$$

Working now with the alternative definition of entropy, given $g$ such that $\int e^g d\mu \leq 1$, for each $i$ define

$$g'(x_1, \ldots, x_n) := \log \left( \frac{\int e^{g(y_1, y_2, \ldots, x_i)} d\mu_1(y_1) \cdots d\mu_{i-1}(y_{i-1})}{\int e^{g(y_1, x_2, \ldots, x_n)} d\mu_1(y_1) \cdots d\mu_n(y_n)} \right),$$

It then follows from the above that

$$\text{Ent}_{\mu_i}(f_i) \leq \int f_i \log(f_i) d\mu_i.$$
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(note that $g'$ only actually depends on $x_1, \ldots, x_n$). Then

$$\sum_{i=1}^{n} g'(x_1, \ldots, x_n) = \log \left( \frac{e^{g(x_1, \ldots, x_n)}}{\int e^{g(y_1, \ldots, y_n)} d\mu_1(y_1) \cdots d\mu_n(y_n)} \right) \geq g(x_1, \ldots, x_n),$$

and by construction,

$$\int e^{g'} d\mu_i = \int \left( \frac{e^{g(y_1, \ldots, y_{i-1}, y_{i+1}, \ldots, y_n)} d\mu_1(y_1) \cdots d\mu_{i-1}(y_{i-1}) d\mu_{i+1}(y_{i+1}) \cdots d\mu_n(y_n)}{\int e^{g(y_1, \ldots, y_{i-1}, y_{i+1}, \ldots, y_n)} d\mu_1(y_1) \cdots d\mu_n(y_n)} \right) d\mu_i(x_i) = 1.$$  

Applying these two estimates together with Fubini’s theorem yields

$$\int f \, gd\mu \leq \sum_{i=1}^{n} \int f \, g' \, d\mu = \sum_{i=1}^{n} \int \left( \int f(g') \, d\mu \right) \, d\mu \leq \sum_{i=1}^{n} \int \text{Ent}_\mu(f_i) \, d\mu.$$  

□

In general, tensorizing concentration inequalities results in a loss in the constant which gets worse with the number of factors. This is why concentration as a consequence of a log-Sobolev inequality is so valuable: product spaces have the same type of concentration phenomena as their factors, as follows.

**Theorem 5.9** Let $(X_1, d_1, \mu_1), \ldots, (X_n, d_n, \mu_n)$ be compact metric probability spaces. Suppose that for each $i$, $(X_i, d_i, \mu_i)$ satisfies a log-Sobolev inequality with constant $C_i$. Let $X = X_1 \times \cdots \times X_n$ be equipped with the product measure $\mu = \mu_1 \otimes \cdots \otimes \mu_n$ and the $\ell^2$-sum metric

$$d^2((x_1, \ldots, x_n), (y_1, \ldots, y_n)) = \sum_{i=1}^{n} d_i^2(x_i, y_i).$$

If $F : X \to \mathbb{R}$ is 1-Lipschitz, then for every $r \geq 0$,

$$\mathbb{P}\left[ |F - \mathbb{E}F| \geq r \right] \leq 2e^{-r^2/4C},$$

where $C = \max_{1 \leq i \leq n} C_i$.

**Proof** The main point is to connect the Lipschitz condition on $F$ to the quantity

$$\sum_{i=1}^{n} |\nabla_{X_i} F|^2$$

appearing in Theorem 5.7 the rest of the proof is a repeat of the Herbst argument.

Given $F : X \to \mathbb{R}$ 1-Lipschitz, for each $\epsilon > 0$ define the function

$$F_\epsilon(x) = \inf_{z \in X} \left[ F(z) + \sqrt{\epsilon^2 + d^2(x, z)} \right].$$
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Then for all \( x \in X \),

\[ F(x) \leq F_\epsilon(x) \leq F(x) + \epsilon \]

(the first inequality is because \( F \) is 1-Lipschitz and the second is by choosing \( z = x \) in the infimum).

Fix \( x = (x_1, \ldots, x_n) \in X \). Since \( X \) is compact, there is an \( a \in X \) such that

\[ F_\epsilon(x) = F(a) + \sqrt{\epsilon^2 + d^2(x, a)}. \]

Now let \( y_i \in X \), and let

\[ x^{(i,y_i)} = (x_1, \ldots, x_{i-1}, y_i, x_{i+1}, \ldots, x_n). \]

Then

\[ F_\epsilon(x^{(i,y_i)}) - F_\epsilon(x) \leq \sqrt{\epsilon^2 + d^2(x^{(i,y_i)}, a)} - \sqrt{\epsilon^2 + d^2(x, a)} \]

\[ = \frac{d^2(y_i, a) - d^2(x_i, a)}{\sqrt{\epsilon^2 + d^2(x^{(i,y_i)}, a)} + \sqrt{\epsilon^2 + d^2(x, a)}} \]

\[ \leq \frac{d(x_i, y_i)(d(a, y_i) + d(x_i, a))}{\sqrt{\epsilon^2 + d^2(x^{(i,y_i)}, a)} + \sqrt{\epsilon^2 + d^2(x, a)}}, \]

by repeated applications of the triangle inequality. It follows that

\[ \limsup_{y_i \to x_i} \frac{F_\epsilon(x^{(i,y_i)}) - F_\epsilon(x)}{d(x_i, y_i)} \leq \frac{d(x_i, a_i)}{\sqrt{\epsilon^2 + d^2(x, a)}}, \]

and so if \( \sum_{i=1}^n |\nabla_X F_{\epsilon, i}|^2 (x) \leq 1 \), then \( \sum_{i=1}^n |\nabla_X F_{\epsilon, i}|^2 (x) \leq 1 \).

Applying the same argument to \(-F_\epsilon\) then gives that \( \sum_{i=1}^n |\nabla_X F_{\epsilon, i}^2 (x) \leq 2 \).

At this point, one can apply the Herbst argument to \( F_\epsilon \), using the result of Theorem 5.7 and everywhere replacing \( \sum_{i=1}^n |\nabla_X F_{\epsilon, i}|^2 (x) \) with \( \sum_{i=1}^n |\nabla_X F_{\epsilon, i}^2 (x) \). From this it follows that

\[ \mathbb{P}[|F_\epsilon - \mathbb{E}F_\epsilon| \geq r] \leq 2e^{-r^2/4C}, \]

with \( C = \max_{1 \leq i \leq n} C_i \). The result now follows from the monotone convergence theorem, letting \( \epsilon \to 0 \).

\[ \square \]

5.3 The Bakry–Émery criterion and concentration for the classical compact groups

All of the classical compact matrix groups satisfy a concentration of measure property similar to the one on the sphere given in Lévy’s lemma. In almost every case, the optimal (i.e., with smallest constants) log-Sobolev inequalities follow from the Bakry-Émery curvature criterion. We begin with some background in Riemannian geometry.
**Riemannian Geometry and Lie groups**

Let $M$ be a smooth manifold embedded in Euclidean space. A tangent vector at a point $p \in M$ can be realized as the tangent vector $\gamma'(0)$ to some curve $\gamma : (-\epsilon, \epsilon) \to M$ with $\gamma(0) = p$:

$$\gamma'(0) = \lim_{s \to 0} \frac{\gamma(s) - p}{s},$$

where the operations are taking place in the ambient Euclidean space. On an abstract manifold, tangent vectors to a point are defined similarly as equivalence classes of curves through that point, but we will not need this in what follows. The set of tangent vectors to $M$ at a point $p$ is denoted $T_pM$ and the set of all tangent vectors to $M$ is denoted $TM$.

The manifolds we are working with all have the additional structure of a Riemannian metric. A **Riemannian manifold** $(M, g)$ is a smooth manifold together with a **Riemannian metric** $g$; i.e., a family of inner products: at each point $p \in M$, $g_p : T_pM \times T_pM \to \mathbb{R}$ defines an inner product on the tangent space $T_pM$ at $p$. A manifold embedded in Euclidean space inherits a metric just by restricting the ambient Euclidean metric. Different embeddings can give rise to different metrics but for the classical groups we will stick with the canonical embedding and resulting metric.

Given a smooth function $f : M \to N$ between manifolds, the **differential** or **push-forward** of $f$ at $p \in M$ is the map $(f_*)_p : T_pM \to T_{f(p)}N$ which is defined as follows. Given a curve $\gamma : (-\epsilon, \epsilon) \to M$ with $\gamma(0) = p$ and $\gamma'(0) = X$,

$$(f_*)_p(X) = \left. \frac{d}{dt} f(\gamma(t)) \right|_{t=0}.$$ 

The definition of $f_*$ is independent of $\gamma$.

A **vector field** $X$ on $M$ is a smooth (infinitely differentiable) map $X : M \to TM$ such that for each $p \in M$, $X(p) \in T_pM$. Note that the push-forward $f_*$ can then be used to define a vector field $f_*X$ on $N$. From a different perspective, the definition of $f_*$ can be turned around to give a way that a smooth vector field $X$ on $M$ acts as a differential operator: given a vector field $X$, for any smooth function $f$ on $M$, the function $X(f)$ is defined by the requirement that for any curve $\gamma : (-\epsilon, \epsilon) \to M$ with $\gamma(0) = p$ and $\gamma'(0) = X(p)$,

$$X(f)(p) = \left. \frac{d}{dt} f(\gamma(t)) \right|_{t=0};$$ 

that is, $X(f)(p) = (f_*)_p(X)$.

It is sometimes convenient to work in coordinates. A **local frame** $\{L_i\}$ is a collection of vector fields defined on an open set $U \subseteq M$ such that at each
point \( p \in U \), the vectors \( \{ L_v(p) \} \subseteq T_p M \) form a basis of \( T_p M \). The vector fields \( \{ L_v \} \) are called a local orthonormal frame if at each point in \( U \), the \( \{ L_v \} \) are orthonormal with respect to \( g \). Some manifolds only have local frames, not global ones; that is, you can’t define a smooth family of vector fields over the whole manifold which forms a basis of the tangent space at each point. This is true, for example, for the sphere \( S^2 \subseteq \mathbb{R}^3 \). However, every compact Lie group has a global orthonormal frame (this follows from the comment after Equation (5.5) below.)

The definitions above have been formulated for general embedded manifolds, but in the setting of Lie groups, one can normally restrict attention to what happens at the identity \( e \in G \), and get the rest via translation within the group. Specifically, any vector \( X \in T_e(G) \) defines a vector field \( \tilde{X} \) on \( G \) as follows. For \( g \in G \) fixed, let \( L_g : G \to G \) denote the map given by \( L_g(h) = gh \). Then for any \( h \in G \), define

\[
\tilde{X}(h) := (L_{eh})_* X = \frac{d}{dt} [h \gamma(t)] \bigg|_{t=0},
\]

for any curve \( \gamma \in G \) with \( \gamma(0) = e \) and \( \gamma'(0) = X \). The vector field \( \tilde{X} \) acts as a differential operator by

\[
\tilde{X}(f)(h) = \frac{d}{dt} f(h \gamma(t)) \bigg|_{t=0},
\]

since \( \gamma(t) = h \gamma(t) \) is a curve with \( \gamma(0) = h \) and

\[
\gamma'(0) = \frac{d}{dt} [h \gamma(t)] \bigg|_{t=0} = \tilde{X}(h).
\]

A vector field \( Y \) on \( G \) with the property that for any \( g \in G \), \( L_g Y = Y \) is called a (left) invariant vector field. For any \( X \in T_e(G) \), the extension \( \tilde{X} \) described above gives an invariant vector field on \( G \), since

\[
[L_g \tilde{X}](gh) = (L_{gh})_* (\tilde{X}(h)) = (L_{gh})_* ((L_{eh})_* X) = (L_{gh})_* X.
\]

Conversely, given an invariant vector field \( Y \), \( Y(h) = (L_{eh})_* (Y(e)) = \tilde{Y}(e)(h) \), and so the mapping \( X \mapsto \tilde{X} \) gives a bijection between invariant vector fields and elements of \( T_e(G) \); either of these vector spaces may be referred to as the Lie algebra of \( G \).

From an intrinsic differential geometric point of view, this is a fine definition of \( \tilde{X} \), but because our Riemannian metric is the one inherited from the ambient Euclidean space, it helps to also have a more concrete perspective on \( \tilde{X} \). As above, let \( \gamma : (-\epsilon, \epsilon) \to G \) be a curve with \( \gamma(0) = e \) and \( \gamma'(0) = X \), and for each \( h \in G \), define \( \gamma_h \) by \( \gamma_h(t) = h \gamma(t) \). Then using the Euclidean structure gives that

\[
\tilde{X}(h) = \gamma'_h(0) = \lim_{s \to 0} \frac{\gamma_h(s) - h}{s} = h \left( \lim_{s \to 0} \frac{\gamma(s) - e}{s} \right) = h \gamma'(0) = hX.
\]
Concentration of measure

In particular, this means that if $G$ is one of the classical compact groups so that the inner product on $T_I(G)$ is the real part of the Hilbert–Schmidt inner product, then for any $h \in G$ and any $\widetilde{X}$ and $\widetilde{Y}$ defined as above,

$$g_h(\widetilde{X}(h), \widetilde{Y}(h)) = \text{Re} \langle \text{Tr}(hXY^* h^*), \text{Re} \langle \text{Tr}(XY^*) \rangle = (X, Y). \quad (5.5)$$

In particular, if $X$ and $Y$ are orthogonal elements of $T_I(G)$, then $\widetilde{X}$ and $\widetilde{Y}$ are orthogonal at every point of $G$.

Given two vector fields $X$ and $Y$ on $M$, there is a unique vector field $[X, Y]$, called the **Lie Bracket** of $X$ and $Y$, such that

$$[X, Y](f) = X(Y(f)) - Y(X(f)).$$

The fact that this is a vector field is not obvious, and is in fact a bit surprising, since vector fields can be thought of as first order differential operators, but this looks like a second-order operator. Indeed, just $XY$ and $YX$ by themselves are not vector fields, but in the case of the Lie bracket, the second-order parts cancel out.

**Exercise 5.10** Show that for $F : M \to N$ a smooth map between manifolds and $X$ and $Y$ vector fields on $M$,

$$[F, X, F, Y] = F_\ast [X, Y].$$

It follows in particular from the exercise that on a Lie group $G$, if $X, Y$ are invariant vector fields, then so is $[X, Y]$. Since for given $X, Y \in T_e(G)$, $\widetilde{X}$ and $\widetilde{Y}$ are invariant, this means that there must be some vector $Z \in T_e(G)$ such that $\widetilde{Z} = [\widetilde{X}, \widetilde{Y}]$. The identity of this vector $Z$ is given in the following lemma.

**Lemma 5.11** Let $G$ be one of the classical compact groups and $\mathfrak{g} = T_e(G)$ its Lie algebra. Let $X, Y \in \mathfrak{g}$, and define

$$[X, Y] = XY - YX,$

where here $XY$ refers to the matrix product of $X$ and $Y$. Then $[X, Y] \in \mathfrak{g}$ and

$$[\widetilde{X}, \widetilde{Y}] = [\widetilde{X}, \widetilde{Y}],$$

where the expression on the right is the Lie bracket of the vector fields $\widetilde{X}$ and $\widetilde{Y}$ as defined above.

**Proof** We will verify that $[X, Y] \in \mathfrak{g}$ in the case of $G = \mathbb{SU}(n)$; the remaining cases are essentially the same. Recall that

$$\mathfrak{su}(n) = \{X \in M_n(\mathbb{C}) : X + X^* = 0, \text{Tr}(X) = 0\}. $$
Given $X, Y \in su(n)$,

$$[X, Y] + [X, Y]^* = XY - YX + Y^*X^* - X^*Y^* = XY - YX + YX - XY = 0,$$

and

$$\text{Tr}([X, Y]) = \text{Tr}(XY - YX) = 0.$$

To verify the claim that $\tilde{[X, Y]} = [\tilde{X}, \tilde{Y}]$, fix a smooth function $f$ on $G$ and an element $g \in G$. Then $f(g(I + Z))$ is a smooth function of $Z$, and so by Taylor’s theorem, we can write

$$f(g(I + Z)) = c_0 + c_1(Z) + B(Z, Z) + R(Z),$$

where $c_1$ is a linear function, $B$ is a symmetric bilinear form, $|R(X)| \leq c_3\|X\|_{H,S}^3$ for some $c_3 > 0$, and $c_0, c_1, B, R$ all depend only on $f$ and $g$. Expanding the exponential gives that

$$f(g \exp(Z)) = c_0 + c_1(Z) + \tilde{B}(Z, Z) + \tilde{R}(Z),$$

for another symmetric bilinear $\tilde{B}$ and $\tilde{R}$ which vanishes to third order. Then for $Z \in T_I(G)$,

$$\tilde{Z}(f)(g) = \frac{d}{dt} f(g \exp(tZ)) \bigg|_{t=0}$$

$$= \frac{d}{dt} \left( c_0 + c_1(tZ) + \tilde{B}(tZ, tZ) + \tilde{R}(tZ) \right) \bigg|_{t=0} = c_1(Z).$$

Now,

$$\tilde{X}(\tilde{Y}(f))(g) = \frac{d}{dt} \tilde{Y}(f)(g \exp(tX)) \bigg|_{t=0}$$

$$= \frac{d}{dt} \frac{d}{ds} f(g \exp(tX) \exp(sY)) \bigg|_{s=0} \bigg|_{t=0}$$

$$= \frac{d}{dt} \frac{d}{ds} f(g(I + tX + r(tX))(I + sY + r(sY))) \bigg|_{s=0} \bigg|_{t=0},$$

where $\|r(Z)\|_{H,S} \leq c_2\|Z\|_{H,S}^2$, for some $c_2 > 0$ and $Z \in G$. Proceeding as before, and writing only the terms of the expansion that give some contribution in the limit,

$$\tilde{X}(\tilde{Y}(f))(g) = \frac{d}{dt} \frac{d}{ds} \left( c_0 + c_1(tX + sY + stXY) + B(tX + sY, tX + sY) \right) \bigg|_{t=0} \bigg|_{s=0}$$

$$= c_1(XY) + 2B(X, Y).$$

It follows that

$$[\tilde{X}, \tilde{Y}](f)(g) = c_1(XY - YX) = [\tilde{X}, \tilde{Y}](f)(g),$$
We still need a few more notions in order to get to curvature. Firstly, a \textbf{connection} $\nabla$ on $M$ is a way of differentiating one vector field in the direction of another: a connection $\nabla$ is a bilinear form on vector fields that assigns to vector fields $X$ and $Y$ a new vector field $\nabla_X Y$, such that for any smooth function $f : M \to \mathbb{R}$,
\[
\nabla f X = f \nabla_X Y \quad \text{and} \quad \nabla_X (f Y) = f \nabla_X Y + X(f) Y.
\]
A connection is called \textbf{torsion-free} if
\[
\nabla_X Y - \nabla_Y X = [X, Y]. \tag{5.6}
\]
There is a special connection on a Riemannian manifold, called the \textbf{Levi-Civita connection}, which is the unique torsion-free connection with the property that
\[
X(g(Y, Z)) = g(\nabla_X Y, Z) + g(Y, \nabla_X Z). \tag{5.7}
\]
This property may look not obviously interesting, but geometrically, it is a compatibility condition of the connection $\nabla$ with $g$. There is a notion of transporting a vector field in a “parallel way” along a curve, which is defined by the connection. The condition above means that the inner product defined by $g$ of two vector fields at a point is unchanged if you parallel-transport the vector fields (using $\nabla$ to define “parallel”) along any curve.

Finally, we can define the \textbf{Riemannian curvature tensor} $R(X, Y)$: to each pair of vector fields $X$ and $Y$ on $M$, we associate an operator $R(X, Y)$ on vector fields defined by
\[
R(X, Y)(Z) := \nabla_X (\nabla_Y Z) - \nabla_Y (\nabla_X Z) - \nabla_{[X,Y]} Z.
\]
The \textbf{Ricci curvature tensor} is the function $\text{Ric}(X, Y)$ on $M$ which, at each point $p \in M$, is the trace of the linear map on $T_p M$ defined by $Z \mapsto R(Z, Y)(X)$. In orthonormal local coordinates $\{L_i\}$,
\[
\text{Ric}(X, Y) = \sum_i g(R(X, L_i)L_i, Y).
\]
(Seeing that this coordinate expression is right involves using some of the symmetries of $R$.)

\textbf{The Bakry-Émery criterion}

The Bakry-Émery criterion can be made more general, but for our purposes it suffices to formulate it as follows.
Theorem 5.12 (The Bakry–Émery curvature criterion) Let \((M, g)\) be a compact, connected, \(m\)-dimensional Riemannian manifold with normalized volume measure \(\mu\). Suppose that there is a constant \(c > 0\) such that for each \(p \in M\) and each \(v \in T_p M\),

\[
\text{Ric}_p(v, v) \geq \frac{1}{c} g_p(v, v).
\]

Then \(\mu\) satisfies a log-Sobolev inequality with constant \(c\).

The following proposition together with the Bakry–Émery criterion leads to log-Sobolev inequalities, and thus concentration of measure, on most of the classical compact groups.

Proposition 5.13 If \(G_n\) is one of \(\text{SO}(n)\), \(\text{SO}^{-}(n)\) \(\text{SU}(n)\), or \(\text{Sp}(2n)\), then for each \(U \in G_n\) and each \(X \in T_U G_n\),

\[
\text{Ric}_U(X, X) = c_{G_n} g_U(X, X),
\]

where \(g_U\) is the Hilbert–Schmidt metric and \(c_{G_n}\) is given by

<table>
<thead>
<tr>
<th>(G)</th>
<th>(c_{G_n})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{SO}(n), \text{SO}^{-}(n))</td>
<td>(\frac{n-2}{4})</td>
</tr>
<tr>
<td>(\text{SU}(n))</td>
<td>(\frac{n}{2})</td>
</tr>
<tr>
<td>(\text{Sp}(2n))</td>
<td>(n + 1)</td>
</tr>
</tbody>
</table>

For the curvature computation, it is simplest to work with the symplectic group in its quaternionic form, with the Lie algebra

\[
\text{su}_H(n) = \{ X \in M_n(\mathbb{H}) : X + X^* = 0 \},
\]

where

\[
\mathbb{H} = \{ a + bi + cj + dk : a, b, c, d \in \mathbb{R} \}
\]

is the skew field of quaternions, \((a + bi + cj + dk) = a - bi - cj - dk\), and the (real) inner product on \(\text{su}_H(n)\) is given by \(\langle X, Y \rangle = \text{Tr}(XY^*)\).

The following proposition is a key part of the proof of Proposition 5.13.

Proposition 5.14 Let \(X \in \mathfrak{g}\), where \(\mathfrak{g}\) is one of \(\mathfrak{so}(n)\), \(\mathfrak{su}(n)\), or \(\mathfrak{su}_H(n)\), and let \(\{L_\alpha\}_{\alpha \in \mathcal{A}}\) be an orthonormal basis of \(\mathfrak{g}\). Then

\[
-\frac{1}{4} \sum_{\alpha \in \mathcal{A}} [X, L_\alpha], L_\alpha = \left(\frac{\beta(n + 2)}{4} - 1\right) X,
\]
where $\beta = 1, 2, 4$ as $g$ is $\mathfrak{so}(n)$, $\mathfrak{su}(n)$, or $\mathfrak{su}_{\mathbb{H}}(n)$.

**Proof** We first observe that the expression on the left is independent of the choice of orthonormal basis. Indeed, each $g$ is a real inner product space (with the inner product given by $\langle X, Y \rangle = \text{Re}(\text{Tr}(XY^*))$). If $\{K_\alpha\}_\alpha \in \mathcal{A}$ is a second orthonormal basis of $g$, then there is an orthogonal matrix $U = [u_{\alpha, \beta}]_{\alpha, \beta}$ such that

$$K_\beta = \sum_\alpha u_{\alpha, \beta} L_\alpha.$$ 

Then

$$\sum_{\beta \in \mathcal{A}} [(X, K_\beta), K_\beta] = \sum_{\beta \in \mathcal{A}} u_{\alpha, \beta} u_{\alpha, \beta}[X, L_{\alpha_1}], L_{\alpha_2}] = \sum_{\alpha \in \mathcal{A}} [(X, L_{\alpha_1}), L_{\alpha_2}]$$

by the orthogonality of the matrix $U$.

Note that $\mathfrak{so}(1) = \mathfrak{su}(1) = \{0\}$. It is easy to check the claim for $\mathfrak{su}_{\mathbb{H}}(1)$ with the basis $\{i, j, k\}$, so in what follows, we will assume $n \geq 2$.

If $1 \leq j, k \leq n$, we use $E_{jk}$ to denote the matrix with 1 in the $j$-$k$ entry and zeros otherwise. For $q \in \{i, j, k\}$ and $1 \leq \ell < n$, define

$$D_q^\ell := \frac{q}{\sqrt{\ell + \ell^2}} \left( \sum_{r=1}^\ell E_{\ell r} - \ell E_{\ell, \ell+1} \right)$$

and let $D_q^n := \frac{q}{\sqrt{n}} I_n$. Define $D_\ell := D_1^\ell$. For $q \in \{i, j, k\}$ and $1 \leq \ell < r \leq n$, define

$$F_\ell^r := \frac{q}{\sqrt{2}} E_{\ell, r} - \frac{q}{\sqrt{2}} E_{r, \ell}.$$ 

Let $F_{\ell r} := F_\ell^r$ and let $G_{\ell r} = F_{\ell r}$. Then

- $\{F_{\ell r} : 1 \leq \ell < r \leq n\}$ is an orthonormal basis of $\mathfrak{so}(n)$;

- $\{D_\ell : 1 \leq \ell < n\} \cup \{F_{\ell r}, G_{\ell r} : 1 \leq \ell < r \leq n\}$ is an orthonormal basis of $\mathfrak{su}(n)$;

- $\{D_q^\ell : 1 \leq \ell \leq n, q \in \{i, j, k\}\} \cup \{F_{\ell r}^q : 1 \leq \ell < r \leq n, q \in \{i, j, k\}\}$ is an orthonormal basis of $\mathfrak{su}_{\mathbb{H}}(n)$.

It suffices to verify the claim for these orthonormal bases $\{L_\alpha\}_\alpha \in \mathcal{A}$. We can make a further simplification as follows: suppose that the claimed formula holds for a particular orthonormal basis $\{L_\alpha\}_\alpha \in \mathcal{A}$ and a particular choice of $X$. 

Let $U \in G$. Then
\[
\left(\frac{\beta(n + 2)}{4} - 1\right) UXU^* = -\frac{1}{4}\sum_{\alpha \in A} U[X, L_{\alpha}, L_{\alpha}] U^* = -\frac{1}{4}\sum_{\alpha \in A} [[UXU^*, UL_{\alpha} U^*], UL_{\alpha} U^*].
\]
It is easy to check that $\{UL_{\alpha} U^*\}_{\alpha \in A}$ is again an orthonormal basis of $g$, and so we have that if the claimed formula holds for $X$, then it holds for $UXU^*$.

Take $X = F_{12}$. We will show that the collection $\{UXU^*: U \in G\}$ spans $g$, so that it finally suffices to verify the claimed formula for the orthonormal bases listed above and the single element $X = F_{12}$.

All of the $F_\ell$ are of the form $UXU^*$ for a permutation matrix $U$. Choosing $U = \frac{1}{\sqrt{n}} \begin{bmatrix} 1 + q & 0 \\ 0 & 1 - q \end{bmatrix} \oplus I_{n-2}$ for $q \in \{i, j, k\}$ gives
\[
UXU^* = \frac{1}{n} F_{12}^q,
\]
and further conjugation by permutation matrices yields (multiples of) all the $F_\ell$. Choosing $U = \frac{1}{\sqrt{n+2}} \begin{bmatrix} q & 1 \\ 1 & q \end{bmatrix} \oplus I_{n-2}$ for $q \in \{i, j, k\}$ gives
\[
UXU^* = \left(\frac{2}{n+2}\right) D_\ell^q;
\]
further conjugation by permutation matrices yields all matrices with one 1 and one $-1$ on the diagonal. By taking linear combinations, this yields all of the $D_\ell^q$ for $1 \leq \ell < n$. Finally, note that
\[
\begin{bmatrix} 1 & 0 \\ 0 & j \end{bmatrix} \begin{bmatrix} i & 0 \\ 0 & -i \end{bmatrix} = \begin{bmatrix} i & 0 \\ 0 & -j \end{bmatrix} = \begin{bmatrix} 0 & i \\ i & 0 \end{bmatrix};
\]
taking $U = \begin{bmatrix} 1 & 0 \\ 0 & j \end{bmatrix} \oplus I_{n-2}$, and then taking linear combinations of conjugations of $UXU^*$ by permutation matrices results in a (real) multiple of $D_\ell^q$; the remaining $D_n^q$ can be obtained similarly.

All that remains is to finally verify the formula for $X = F_{12}$. Now, $F_{12}$ commutes with all the $D_\ell^q$ with $\ell > 1$ and all the $F_\ell^q$ with $2 < \ell < r \leq n$. For $q \in \{i, j, k\}$,
\[
[[F_{12}, F_{12}^q], F_{12}^q] = [[F_{12}, D_1^q], D_1^q] = -2F_{12}.
\]
Concentration of measure

If \(1 \leq \ell \leq 2 < r \leq n\), then

\[
[[F_{12}, F_{\ell r}], F_{q r}] = -\frac{1}{2} F_{12}.
\]

From this it is clear that \(\sum \alpha [\{X, L_\alpha\}, L_\alpha]\) is some multiple of \(X\); collecting terms yields exactly the claimed constant.

\(\square\)

We now give the proof of Proposition \(5.13\).

**Proof of Proposition \(5.13\)**

First we observe that the defining properties (5.6) and (5.7) of the Levi-Civita connection imply that for all vector fields \(X, Y, Z\),

\[
2g(\nabla_X Y, Z) = X(g(Y, Z)) + Y(g(Z, X)) - Z(g(X, Y)) + g([X, Y], Z) + g([Z, X], Y) + g(X, [Z, Y]).
\]

In particular, since \(g(\tilde{X}, \tilde{Y})\) is constant for any vectors \(X, Y \in T_I(G)\), it follows that

\[
2g(\nabla_{\tilde{X}} \tilde{Y}, \tilde{Z}) = g([\tilde{X}, \tilde{Y}], \tilde{Z}) + g([\tilde{Z}, \tilde{X}], \tilde{Y}) + g(\tilde{X}, [\tilde{Z}, \tilde{Y}])
\]

for all \(X, Y, Z \in T_I(G)\). Using the fact that \(X, Y, Z \in T_I(G)\) so that, e.g., \(X^* = -X\) leads to the further simplification

\[
2g(\nabla_{\tilde{X}} \tilde{Y}, \tilde{Z}) = ([X, Y], Z) + ([Z, X], Y) + (X, [Z, Y]).
\]

Taking \(Z = L_\alpha\) for \(\{L_\alpha\}_{\alpha \in A}\) an orthonormal basis of \(T_I(G)\) and summing over \(\alpha\) gives that

\[
\nabla_{\tilde{X}} \tilde{Y} = \frac{1}{2} [\tilde{X}, \tilde{Y}].
\]

Then

\[
R(\tilde{X}, \tilde{L}_\alpha)\tilde{L}_\alpha = \nabla_{\tilde{X}}(\nabla_{\tilde{L}_\alpha}\tilde{L}_\alpha) - \nabla_{\tilde{L}_\alpha}(\nabla_{\tilde{X}}\tilde{L}_\alpha) - \nabla_{[\tilde{X}, \tilde{L}_\alpha]}\tilde{L}_\alpha = -\frac{1}{4} [[X, L_\alpha], L_\alpha].
\]

The coordinate expression for the Ricci curvature together with Proposition \(5.14\) now gives that

\[
\text{Ric}(\tilde{X}, \tilde{X}) = -\frac{1}{4} \sum_{\alpha \in A} ([[X, L_\alpha], X_\alpha, X)
\]

\[
= \left(\frac{\beta(n+2)}{4} - 1\right) (X, X) = \left(\frac{\beta(n+2)}{4} - 1\right) g(\tilde{X}, \tilde{X}).
\]

\(\square\)
5.3 The Bakry–Émery criterion and concentration

Log-Sobolev inequalities, and hence concentration inequalities, now follow immediately from the Bakry–Émery Theorem for the groups listed above; i.e., all of the classical compact groups except $\mathbb{O}(n)$ and $\mathbb{U}(n)$. On $\mathbb{O}(n)$, we cannot expect more and indeed more is not true, because $\mathbb{O}(n)$ is disconnected. We do have the best that can be hoped for, namely concentration on each of the pieces. In the case of $\mathbb{U}(n)$, though, there is the same kind of concentration that we have on $\mathbb{SU}(n)$. There is no non-zero lower bound on the Ricci curvature on $\mathbb{U}(n)$: $\text{Ric}(\tilde{X}, \tilde{X}) = 0$ when $X = iI \in T_I(\mathbb{U}(n))$. Instead, one can obtain a log-Sobolev inequality on $\mathbb{U}(n)$ from the one on $\mathbb{SU}(n)$ via a coupling argument. The following slightly non-standard coupling of the Haar measures on $\mathbb{SU}(n)$ and $\mathbb{U}(n)$ is the key to obtaining the right dimensional dependence in the constant.

Lemma 5.15 Let $\theta$ be uniformly distributed in $[0, \frac{2\pi}{n}]$ and let $V \in \mathbb{SU}(n)$ be uniformly distributed, with $\theta$ and $V$ independent. Then $e^{i\theta}V$ is uniformly distributed in $\mathbb{U}(n)$.

Proof Let $X$ be uniformly distributed in $[0, 1)$, $K$ uniformly distributed in $\{0, \ldots, n-1\}$, and $V$ uniformly distributed in $\mathbb{SU}(n)$ with $(X, K, V)$ independent. Consider

$$U = e^{2\pi i X/n} e^{2\pi i K/n} V.$$ 

On one hand, it is easy to see that $(X + K)$ is uniformly distributed in $[0, n]$, so that $e^{2\pi i (X+K)/n}$ is uniformly distributed on $\mathbb{S}^1$. Thus $U \overset{d}{=} \omega V$ for $\omega$ uniform in $\mathbb{S}^1$ and independent of $V$. It is clear that the distribution of $\omega V$ is translation-invariant on $\mathbb{U}(n)$, so that $U$ is Haar-distributed.

On the other hand, if $I_n$ is the $n \times n$ identity matrix, then $e^{2\pi i K/n} I_n \in \mathbb{SU}(n)$. By the translation invariance of Haar measure on $\mathbb{SU}(n)$ this implies that $e^{2\pi i K/n} V \overset{d}{=} V$, and so $e^{2\pi i X/n} V \overset{d}{=} U$. \qed

The log-Sobolev inequality on $\mathbb{U}(n)$ now follows using this coupling together with the tensorization property of LSI, as follows.

Proof of LSI on $\mathbb{U}(n)$ First, for the interval $[0, 2\pi]$ equipped with its standard metric and uniform measure, the optimal constant in (5.2) for functions $f$ with $f(0) = f(2\pi)$ is known to be 1, see e.g. [105]. This fact completes the proof in the case $n = 1$; from now on, assume that $n \geq 2$.

Suppose that $f : [0, \pi] \to \mathbb{R}$ is locally Lipschitz, and define a function $\tilde{f} : [0, 2\pi] \to \mathbb{R}$ by reflection:

$$\tilde{f}(x) := \begin{cases} f(x), & 0 \leq x \leq \pi; \\ f(2\pi - x), & \pi \leq x \leq 2\pi. \end{cases}$$
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Then \( \tilde{f} \) is locally Lipschitz and \( \tilde{f}(2\pi) = \tilde{f}(0) \), so \( \tilde{f} \) satisfies a LSI for uniform measure on \([0, 2\pi]\) with constant 1. If \( \mu_{[a,b]} \) denotes uniform (probability) measure on \([a,b]\), then

\[
\text{Ent}_{\mu_{[0,2\pi]}}(f^2) = \text{Ent}_{\mu_{[0,\pi]}}(f^2),
\]

and

\[
\frac{1}{2\pi} \int_0^{2\pi} |\nabla \tilde{f}(x)|^2 \, dx = \frac{1}{\pi} \int_0^{\pi} |\nabla f(x)|^2 \, dx,
\]

so \( f \) itself satisfies a LSI for uniform measure on \([0,\pi]\) with constant 1 as well.

It then follows by a scaling argument that the optimal logarithmic Sobolev constant on \([0, \sqrt{2}/\sqrt{n}]\) is \( \frac{2}{n} \) (for \( g : [0, \sqrt{2}/\sqrt{n}] \to \mathbb{R} \), apply the LSI to \( g(\sqrt{2}/\sqrt{n}x) \) and rearrange it to get the LSI on \([0, \sqrt{2}/\sqrt{n}]\).

Combining Proposition 5.13 with the Bakry–Émery criterion shows that \( SU(n) \) satisfies a log-Sobolev inequality with constant \( \frac{2}{n} \) when equipped with its geodesic distance, and hence also when equipped with the Hilbert–Schmidt metric. By the tensorization property of log-Sobolev inequalities in product spaces (Lemma 5.7), the product space \([0, \sqrt{2}/\sqrt{n}] \times SU(n)\), equipped with the \( L^2 \)-sum metric, satisfies a log-Sobolev inequality with constant \( \frac{2}{n} \) as well.

Define the map \( F : [0, \sqrt{2}/\sqrt{n}] \times SU(n) \to U(n) \) by \( F(t, V) = e^{\sqrt{2}t/\sqrt{n}} V \). By Lemma 5.15, the push-forward via \( F \) of the product of uniform measure on \([0, \sqrt{2}/\sqrt{n}]\) with uniform measure on \( SU(n) \) is uniform measure on \( U(n) \). Moreover, this map is \( \sqrt{3} \)-Lipschitz:

\[
\left\| e^{\sqrt{2}t_1/\sqrt{n}} V_1 - e^{\sqrt{2}t_2/\sqrt{n}} V_2 \right\|_{HS} \leq \left\| e^{\sqrt{2}t_1/\sqrt{n}} V_1 - e^{\sqrt{2}t_2/\sqrt{n}} V_2 \right\|_{HS} + \left\| e^{\sqrt{2}t_1/\sqrt{n}} V_2 - e^{\sqrt{2}t_2/\sqrt{n}} V_2 \right\|_{HS} = \| V_1 - V_2 \|_{HS} + \| e^{\sqrt{2}t_1/\sqrt{n}} I_n - e^{\sqrt{2}t_2/\sqrt{n}} I_n \|_{HS} \leq \| V_1 - V_2 \|_{HS} + \sqrt{2} |t_1 - t_2| \leq \sqrt{3} \left( \| V_1 - V_2 \|_{HS} + |t_1 - t_2| \right)^2.
\]

It now follows from Lemma 5.6 that Haar measure on \( U(n) \) satisfies a logarithmic Sobolev inequality with constant \( \sqrt{3} \frac{2}{n} = \frac{6}{n} \).

Summarizing, we have the following.

**Theorem 5.16**  The matrix groups and cosets \( SO(n), SO^-(n), SU(n), U(n) \),
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and $\mathbb{S}_D(2n)$ with Haar probability measure and the Hilbert–Schmidt metric, satisfy logarithmic Sobolev inequalities with the following constants:

<table>
<thead>
<tr>
<th>$G$</th>
<th>$C_G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{S}O(n)$</td>
<td>$\frac{4}{n^2}$</td>
</tr>
<tr>
<td>$\mathbb{S}O^{-}(n)$</td>
<td></td>
</tr>
<tr>
<td>$\mathbb{S}U(n)$</td>
<td>$\frac{2}{n^2}$</td>
</tr>
<tr>
<td>$\mathbb{U}(n)$</td>
<td>$\frac{5}{n^2}$</td>
</tr>
<tr>
<td>$\mathbb{S}_D(2n)$</td>
<td>$\frac{1}{n^2+1}$</td>
</tr>
</tbody>
</table>

Recall from Lemma 1.3 that the geodesic distance on $\mathbb{U}(n)$ is bounded above by $\pi/2$ times the Hilbert–Schmidt distance. Thus Theorem 5.15 implies, for example that $\mathbb{U}(n)$ equipped with the geodesic distance also satisfies a log-Sobolev inequality, with constant $3\pi^2/2n$.

The following summarizes the concentration properties of Haar measure on the classical compact groups which follow from the log-Sobolev constants above together with Theorem 5.9.

**Theorem 5.17** Given $n_1, \ldots, n_k \in \mathbb{N}$, let $X = G_{n_1} \times \cdots \times G_{n_k}$, where for each of the $n_i$, $G_{n_i}$ is one of $\mathbb{S}O(n_i)$, $\mathbb{S}O^{-}(n_i)$, $\mathbb{S}U(n_i)$, $\mathbb{U}(n_i)$, or $\mathbb{S}_D(2n)$. Let $X$ be equipped with the $L_2$-sum of Hilbert–Schmidt metrics on the $G_{n_i}$. Suppose that $F : X \to \mathbb{R}$ is $L$-Lipschitz, and that $\{U_j \in G_{n_j} : 1 \leq j \leq k\}$ are independent, Haar-distributed random matrices. Then for each $t > 0$,

$$P[F(U_1, \ldots, U_k) \geq E[F(U_1, \ldots, U_k)] + t] \leq e^{-t^2/24L^2},$$

where $n = \min\{n_1, \ldots, n_k\}$.

### 5.4 Concentration of the spectral measure

The following theorem quantifies the rate of convergence of the empirical spectral measure of a random unitary matrix to the uniform measure on the circle, and more generally, the empirical spectral measure of a power of a random unitary matrix. Recall that $W_p$ denotes the $L_p$ Kantorovich distance between measures (see Section 2.1).

**Theorem 5.18** Let $\mu_{n,m}$ be the spectral measure of $U^m$, where $1 \leq m \leq n$
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and \( U \in \mathbb{U}(n) \) is distributed according to Haar measure, and let \( \nu \) denote the uniform measure on \( S^1 \). Then for each \( p \geq 1 \),

\[
\mathbb{E} W_p(\mu_n, \nu) \leq C p \sqrt{\frac{m \log \left( \frac{n}{m} \right) + 1}{n}},
\]

where \( C > 0 \) is an absolute constant.

For each \( t > 0 \),

\[
\mathbb{P} \left[ W_p(\mu_n, \nu) \geq C \sqrt{\frac{m \log \left( \frac{n}{m} \right) + 1}{n}} + t \right] \leq \exp \left[ -\frac{n^2 t^2}{24m} \right]
\]

for \( 1 \leq p \leq 2 \) and

\[
\mathbb{P} \left[ W_p(\mu_n, \nu) \geq C p \sqrt{\frac{m \log \left( \frac{n}{m} \right) + 1}{n}} + t \right] \leq \exp \left[ -\frac{n^{1+2/p} t^2}{24m} \right]
\]

for \( p > 2 \), where \( C > 0 \) is an absolute constant.

The change in behavior observed above at \( p = 2 \) is typical for the Kantorovich distances.

By a simple application of the Borel-Cantelli lemma, one gets an almost sure rate of convergence, as follows.

**Corollary 5.19** Suppose that for each \( n \), \( U_n \in \mathbb{U}(n) \) is Haar-distributed and \( 1 \leq m_n \leq n \). Let \( \nu \) denote the uniform measure on \( S^1 \). There is an absolute constant \( C \) such that given \( p \geq 1 \), with probability 1, for all sufficiently large \( n \),

\[
W_p(\mu_n, \nu) \leq C \sqrt{\frac{m_n \log(n)}{n}}
\]

if \( 1 \leq p \leq 2 \) and

\[
W_p(\mu_n, \nu) \leq C p \sqrt{\frac{m_n \log(n)}{n^{1+\frac{2}{p}}}}
\]

if \( p > 2 \).

Observe in particular the change in behavior of the bound as \( m \) grows: for \( m = 1 \),

\[
W_p(\mu_n, \nu) \leq C \sqrt{\frac{\log(n)}{n}}.
\]

Since \( \mu_n \) is supported on \( n \) points, this estimate means that the eigenvalues are very regularly spaced; \( W_p(\mu_n, \nu) \) is only logarithmically larger than the distance
from \( \nu \) to a discrete measure on \( n \) points exactly evenly spaced around the circle (which is exactly \( \frac{\pi}{n} \)).

At the opposite extreme, when \( m = n \) the bound becomes

\[
W_p(\mu_{n,n}, \nu) \leq \frac{C}{\sqrt{n}}.
\]

This result is in fact classical (and known to be sharp), since by Theorem 3.14, \( \mu_{n,n} \) is exactly the empirical measure of \( n \) i.i.d. uniform random points on the circle. One would thus expect the eigenvalues of \( U^n \) to be considerably less regular than those of \( U \), and indeed this and the intermediate phenomena can be observed in the simulation shown in Figure 5.1.

The first step in proving Theorem 5.18 is to prove a concentration inequality for the number \( N_m^\theta \) of eigenangles of \( U^m \) in \([0, \theta)\). Such a concentration result is an easy consequence of Theorems 4.1 and 3.14. Specifically, recall that since the eigenangles of a random unitary matrix are a determinantal projection process, it follows from Theorem 4.1 that

\[
N_m^\theta = \sum_{k=1}^{n} \xi_k,
\]

where the \( \xi_k \) are independent Bernoulli random variables. Moreover, by Theorem 3.14, \( N_m^\theta \) is equal in distribution to the total number of eigenvalue angles in \([0, \theta)\) of each of \( U_0, \ldots, U_{m-1} \), where \( U_0, \ldots, U_{m-1} \) are independent and \( U_j \) is Haar-distributed in \( U\left( \left\lceil \frac{n-j}{m} \right\rceil \right) \); that is,

\[
N_m^\theta = \sum_{j=0}^{m-1} N_j^\theta,
\]

where the \( N_j^\theta \) are the independent counting functions corresponding to \( U_0, \ldots, U_{m-1} \). It is therefore also true that \( N_m^\theta \) is distributed exactly as a sum of \( n \) independent Bernoulli random variables.

Generalizing Theorem 4.11 and its proof, it follows from Bernstein’s inequality (Theorem 5.1) to get that, for each \( t > 0 \),

\[
P \left( \left| N_m^\theta - \mathbb{E} N_m^\theta \right| > t \right) \leq 2 \exp \left( - \min \left( \frac{t^2}{4\sigma^2}, \frac{t}{2} \right) \right),
\]

where \( \sigma^2 = \text{Var} N_m^\theta \).

Estimates for \( \mathbb{E} N_m^\theta \) and \( \sigma^2 \) follow easily from the \( m = 1 \) case. Recall from Propositions 4.7 and 4.8 that
Figure 5.1 The eigenvalues of $U^m$ for $U$ an $80 \times 80$ random unitary matrix.
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\[ E N^{(1)}_{\theta} = \frac{n\theta}{2\pi} \quad \text{and} \quad \text{Var} N^{(1)}_{\theta} \leq \log(n) + 1. \]

**Proposition 5.20** Let \( U \) be uniform in \( \mathbb{U}(n) \) and \( 1 \leq m \leq n \). For \( \theta \in [0, 2\pi) \), let \( N^{(m)}_{\theta} \) be the number of eigenvalue angles of \( U^m \) in \([0, \theta)\). Then

\[ E N^{(m)}_{\theta} = \frac{n\theta}{2\pi} \quad \text{and} \quad \text{Var} N^{(m)}_{\theta} \leq m\left(\log\left(\frac{n}{m}\right) + 1\right). \]

**Proof** This follows immediately from the representation of \( N^{(m)}_{\theta} \) in equation (5.8); note that the \( n/m \) in the variance bound, as opposed to the more obvious \( \lceil n/m \rceil \), follows from the concavity of the logarithm. \(\square\)

Putting these estimates together with Equation (5.9) gives that for all \( t > 0 \),

\[ \mathbb{P}\left| N^{(m)}_{\theta} - \frac{n\theta}{2\pi} \right| > t \leq 2 \exp\left(-\min\left\{ \frac{t^2}{4m(\log\left(\frac{n}{m}\right) + 1)}, \frac{t^2}{3m}\right\}\right). \]  

(5.10)

This inequality gives a new route to eigenvalue rigidity: the individual eigenvalues tend to be very close to their predicted locations because of the concentration of the counting function. Rigidity of specific eigenvalues can be explicitly quantified as follows.

**Lemma 5.21** Let \( 1 \leq m \leq n \) and let \( U \in \mathbb{U}(n) \) be uniformly distributed. Denote by \( e^{(j)}_{\theta}, 1 \leq j \leq n \), the eigenvalues of \( U^m \), ordered so that \( 0 \leq \theta_1 \leq \cdots \leq \theta_n < 2\pi \). Then for each \( j \) and \( u > 0 \),

\[ \mathbb{P}\left[ \theta_j - \frac{2\pi j}{n} > \frac{4\pi}{u} \right] \leq 4 \exp\left(-\min\left\{ \frac{u^2}{m(\log\left(\frac{n}{m}\right) + 1)}, \frac{u^2}{6m}\right\}\right). \]  

(5.11)

**Proof** For each \( 1 \leq j \leq n \) and \( u > 0 \), if \( j + 2u < n \) then

\[ \mathbb{P}\left[ \theta_j > \frac{2\pi j}{n} + \frac{4\pi}{u} \right] = \mathbb{P}\left[ N^{(m)}_{\theta_j - 2\pi j / n} < j \right] = \mathbb{P}\left[ j + 2u - N^{(m)}_{\theta_j - 2\pi j / n} > 2u \right] \leq \mathbb{P}\left[ N^{(m)}_{\theta_j - 2\pi j / n} - \mathbb{E} N^{(m)}_{\theta_j - 2\pi j / n} > 2u \right]. \]

If \( j + 2u \geq n \) then

\[ \mathbb{P}\left[ \theta_j > \frac{2\pi j}{n} + \frac{4\pi}{u} \right] = \mathbb{P}\left[ \theta_j > 2\pi \right] = 0, \]

and the above inequality holds trivially. The probability that \( \theta_j < \frac{2\pi j}{n} - \frac{4\pi}{u} u \) is bounded in the same way. Inequality (5.11) now follows from (5.10). \(\square\)
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We are now in a position to bound the expected distance between the empirical spectral measure of $U^m$ and uniform measure. Let $\theta_j$ be as in Lemma 5.21. Then by Fubini’s theorem,

$$E \left| \theta_j - \frac{2\pi j}{n} \right|^p = \int_0^\infty p t^{p-1} \mathbb{P} \left[ \left| \theta_j - \frac{2\pi j}{n} \right| > t \right] dt$$

$$= \frac{(4\pi)^p}{n^p} \int_0^\infty u^{p-1} \mathbb{P} \left[ \left| \theta_j - \frac{2\pi j}{n} \right| > \frac{4\pi j}{n} u \right] du$$

$$\leq \frac{4(4\pi)^p}{n^p} \left[ \int_0^\infty u^{p-1} e^{-u/(m \log(n/m)+1)} du + \int_0^\infty u^{p-1} e^{-u} du \right]$$

$$= \frac{4(4\pi)^p}{n^p} \left[ \left( m \left\lfloor \log \left( \frac{n}{m} \right) + 1 \right\rfloor \right)^{p/2} + \Gamma \left( \frac{p}{2} + 1 \right) \right]$$

$$\leq 8\Gamma(p+1) \left( \frac{4\pi}{n} \sqrt{m \left\lfloor \log \left( \frac{n}{m} \right) + 1 \right\rfloor} \right)^p.$$

Let $\nu_n$ be the measure which puts mass $\frac{1}{n}$ at each of the points $e^{2\pi i j/n}$, $1 \leq j \leq n$. Then

$$E W_p(\mu_{n,m}, \nu_n)^p \leq E \left[ \frac{1}{n} \sum_{j=1}^n \left| \theta_j - \frac{2\pi j}{n} \right|^p \right]$$

$$\leq E \left[ \frac{1}{n} \sum_{j=1}^n \left| \theta_j - \frac{2\pi j}{n} \right|^p \right]$$

$$\leq 8\Gamma(p+1) \left( \frac{4\pi}{n} \sqrt{m \left\lfloor \log \left( \frac{n}{m} \right) + 1 \right\rfloor} \right)^p$$

$$\leq C p^{p+1} e^{-p} \left( \frac{4\pi}{n} \sqrt{m \left\lfloor \log \left( \frac{n}{m} \right) + 1 \right\rfloor} \right)^p,$$

by Stirling’s formula. It is easy to check that $W_p(\nu_n, \nu) \leq \frac{\pi}{n}$, and thus

$$E W_p(\mu_{n,m}, \nu)^p \leq E W_p(\mu_{n,m}, \nu_n)^p + \frac{\pi}{n}$$

$$\leq \left( E W_p(\mu_{n,m}, \nu_n)^p \right)^{\frac{1}{2}} + \frac{\pi}{n} \leq C p \sqrt{m \left\lfloor \log \left( \frac{n}{m} \right) + 1 \right\rfloor}. \quad (5.12)$$

The rest of the main theorem, namely the concentration of $W_p(\mu_{n,m}, \nu)$ at its mean, is a consequence of the concentration of measure phenomenon on the unitary group; the crucial point is that $W_p(\mu_{n,m}, \nu)$ is a Lipschitz function of $U$. The following lemma gives the necessary estimates.

**Lemma 5.22** Let $p \geq 1$. The map $A \mapsto \mu_A$ taking an $n \times n$ normal matrix to its spectral measure is Lipschitz with constant $n^{-1/\max\{p,2\}}$ with respect to $W_p$. In
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particular, if $\rho$ is any fixed probability measure on $C$, the map $A \mapsto W_p(\mu_A, \rho)$ is Lipschitz with constant $n^{-1/\max\{p,2\}}$.

Proof. If $A$ and $B$ are $n \times n$ normal matrices, then the Hoffman–Wielandt inequality [11, Theorem VI.4.1] states that

$$\min_{\sigma \in \Sigma_n} \sum_{j=1}^n \left| \lambda_j(A) - \lambda_{\sigma(j)}(B) \right|^p \leq \|A - B\|_{HS}^p,$$

(5.13)

where $\lambda_1(A), \ldots, \lambda_n(A)$ and $\lambda_1(B), \ldots, \lambda_n(B)$ are the eigenvalues (with multiplicity, in any order) of $A$ and $B$ respectively, and $\Sigma_n$ is the group of permutations on $n$ letters. Defining couplings of $\mu_A$ and $\mu_B$ given by

$$\pi_{\sigma} = \frac{1}{n} \sum_{j=1}^n \delta_{(\lambda_j(A), \lambda_{\sigma(j)}(B))}$$

for $\sigma \in \Sigma_n$, it follows from (5.13) that

$$W_p(\mu_A, \mu_B) \leq \min_{\sigma \in \Sigma_n} \left( \frac{1}{n} \sum_{j=1}^n \left| \lambda_j(A) - \lambda_{\sigma(j)}(B) \right|^p \right)^{1/p} \leq n^{-1/\max\{p,2\}} \min_{\sigma \in \Sigma_n} \left( \sum_{j=1}^n \left| \lambda_j(A) - \lambda_{\sigma(j)}(B) \right|^2 \right)^{1/2} \leq n^{-1/\max\{p,2\}} \|A - B\|_{HS}.$$

Now, by Theorem 3.14, $\mu_{n,m}$ is equal in distribution to the spectral measure of a block-diagonal $n \times n$ random matrix $U_1 \oplus \cdots \oplus U_m$, where the $U_j$ are independent and uniform in $U\left(\left\lfloor \frac{n}{m} \right\rfloor\right)$ and $U\left(\left\lceil \frac{n}{m} \right\rceil\right)$. Identify $\mu_{n,m}$ with this measure and define the function $F(U_1, \ldots, U_m) = W_p(\mu_{U_1, \ldots, U_m}, \nu)$; the preceding discussion means that if $U_1, \ldots, U_m$ are independent and uniform in $U\left(\left\lfloor \frac{n}{m} \right\rfloor\right)$ and $U\left(\left\lceil \frac{n}{m} \right\rceil\right)$ as necessary, then $F(U_1, \ldots, U_m) \overset{d}{=} W_p(\mu_{n,m}, \nu)$.

Applying the concentration inequality in Corollary 5.17 to the function $F$ gives that

$$\mathbb{P}[F(U_1, \ldots, U_m) \geq \mathbb{E}F(U_1, \ldots, U_m) + t] \leq e^{-nt^2/24L^2},$$

where $L$ is the Lipschitz constant of $F$, and we have used the trivial estimate $\left| \left\lfloor \frac{n}{m} \right\rfloor \right| \geq \frac{n}{2m}$. Inserting the estimate of $\mathbb{E}F(U_1, \ldots, U_m)$ from Equation (5.12) and the Lipschitz estimates of Lemma 5.22 completes the proof of Theorem 5.18.
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6
Geometric applications of measure concentration

6.1 The Johnson–Lindenstrauss lemma
An important area of application in computing is that of dimension-reduction. The essential problem is that in many settings, data sets live in very high-dimensional spaces. For example, a digital image can be encoded as a matrix, with each entry corresponding to one pixel, and the entry specifying the color of that pixel. That is, a small black and white image whose resolution was, say, $100 \times 150$ pixels would be encoded as a vector in $\{0, 1\}^{15,000}$. This presents a real problem because many algorithms for analyzing such high-dimensional data have their run-time increase very quickly as the dimension of the data increases, to the point that analyzing the data in the most obvious way becomes computationally infeasible – computer scientists refer to this as “the curse of dimensionality”. The idea of dimension reduction is that in many situations, the desired algorithm can be at least approximately carried out in a much lower-dimensional setting than the one the data naturally lie in, which can make computationally infeasible problems feasible.

A motivating problem
Suppose you have a data set consisting of black and white images of hand-written examples of the numbers 1 and 2. That is, you have a library $\mathcal{X}$ of $n$ points in $\mathbb{R}^d$, where $d$ is the number of pixels in each image, with each point labeled (by a human) to indicate whether it is a 1 or a 2. You want to design a computer program so that one can input an image of a hand-written number, and the computer identifies it as a 1 or a 2. So the computer will have a query point $q \in \mathbb{R}^d$, and the natural thing to do is to program it to find the closest point in the library $\mathcal{X}$ to $q$; the computer then reports that the input image was of the same number as that closest point in $\mathcal{X}$.
The naive approach would be for the computer to calculate the distance from \( q \) to each of the points of \( X \) in turn, keeping track of which point in \( X \) has so far been the closest. Such an algorithm runs in \( O(nd) \) steps, which may be prohibitively many.

The idea of dimension reduction is to find a way to carry out the nearest point algorithm within some much lower-dimensional space, in such a way that you are guaranteed (or to be more realistic, very likely) to still find the closest point, without having to do much work to figure out which lower-dimensional space to work in. This sounds impossible, but the geometry of high-dimensional spaces often turns out to be surprising. The following important result about high-dimensional geometry has inspired many randomized algorithms incorporating dimension-reduction.

**Lemma 6.1** (The Johnson–Lindenstrauss Lemma) *There are absolute constants \( c, C \) such that the following holds.*

Let \( \{x_j\}_{j=1}^n \subseteq \mathbb{R}^d \) and let \( P \) be a random \( k \times d \) matrix, consisting of the first \( k \) rows of a Haar-distributed random matrix in \( O(d) \). Fix \( \epsilon > 0 \) and let \( k = \frac{a \log(n)}{\epsilon^2} \). With probability \( 1 - Cn^{2-\frac{a}{2}} \)

\[
(1 - \epsilon) \|x_i - x_j\|^2 \leq \left(\frac{d}{k}\right) \|Px_i - Px_j\|^2 \leq (1 + \epsilon) \|x_i - x_j\|^2
\]

(6.1)

for all \( i, j \in \{1, \ldots, n\} \).

That is, if \( n \) points in \( \mathbb{R}^d \) are projected onto a random subspace of dimension on the order of \( \log(n) \), then after appropriate rescaling, the pairwise distances between the points hardly changes. The practical conclusion of this is that if the application in question is about the metric structure of the data (finding the closest point as above, finding the most separated pair of points, finding the minimum length spanning tree of a graph, etc.), there is no need to work in the high-dimensional space that the data naturally live in, and that moreover there is no need to work hard to pick a lower-dimensional subspace onto which to project: a random one should do.
6.1 The Johnson–Lindenstrauss lemma

Getting an almost-solution, with high probability

The discussion above suggests finding an approximate solution to the problem of finding the closest point to \( q \) in \( X \) by choosing a random \( k \times d \) matrix \( P \) to be the first \( k \) rows of a Haar-distributed \( U \in \mathcal{O}(d) \), then finding the closest point in \( \{ Px : x \in X \} \) to \( Pq \). There are two obvious causes for concern. One is that we might have the bad luck to choose a bad matrix \( P \) that doesn’t satisfy (6.1). But that is very unlikely, and so typically one just accepts that risk and assumes it won’t actually happen in practice.

There is a second issue, though, which is that it is possible to choose \( P \) that does satisfy (6.1), but to have the closest point in \( \{ Px : x \in X \} \) to \( Pq \) be \( Py \), whereas the closest point in \( X \) to \( q \) is \( z \), with \( y \neq z \). In that case, although the approach above will yield the wrong identity for the closest point (\( y \) instead of \( z \)), it follows by choice of \( y \) and (6.1) that

\[
\|q - y\| \leq \sqrt{\frac{d}{k(1 - \epsilon)}} \|Pq - Py\| \leq \sqrt{\frac{d}{k(1 - \epsilon)}} \|Pq - Pz\| \leq \sqrt{\frac{1 + \epsilon}{1 - \epsilon}} \|q - z\|.
\]

So even though \( z \) is the true closest point to \( q \), \( y \) is almost as close. In our example of recognizing whether a hand-written number is a 1 or a 2, it seems likely that even if we don’t find the exact closest point in the reference set, the algorithm will still manage to correctly identify the number.

The payoﬀ for being willing to accept an answer which may be not quite right, and accepting the (tiny) risk that we’ll choose a bad matrix is signiﬁcant. The naïve algorithm mentioned at the beginning now runs in \( O(n \log(n)) \) steps, rather than \( O(n^d) \) steps.

Proof of the Johnson-Lindenstrauss lemma

Given \( \{ x_i \}_{i=1}^n \subseteq \mathbb{R}^d, \, \epsilon > 0 \), and \( U \) a Haar-distributed random matrix in \( \mathcal{O}(d) \), let \( P \) be the \( k \times d \) matrix consisting of the first \( k \) rows of \( U \). The goal is to show that for each pair \((i, j)\),

\[
(1 - \epsilon)||x_i - x_j||^2 \leq \left( \frac{d}{k} \right)||Px_i - Px_j||^2 \leq (1 + \epsilon)||x_i - x_j||^2
\]

with high probability, or equivalently,

\[
\sqrt{1 - \epsilon} \leq \sqrt{\frac{d}{k}} \|Px_{i,j}\| \leq \sqrt{1 + \epsilon}
\]

for \( x_{i,j} := \frac{x_i - x_j}{\|x_i - x_j\|} \).
For notational convenience, fix $i$ and $j$ for the moment and let $x = x_{i,j}$. By the translation-invariance of Haar measure,

$$P_x \overset{d}{=} P_{e_1} = (U_{11}, \ldots, U_{k1}),$$

where $e_1$ is the first standard basis vector in $\mathbb{R}^d$. Since the first column of $U$ is distributed as a uniform random vector in $S^{d-1}$, we may furthermore write

$$P_x \overset{d}{=} (X_1, \ldots, X_k),$$

with $X = (X_1, \ldots, X_d)$ uniform in $S^{d-1}$. Consider therefore the function $F : S^{d-1} \to \mathbb{R}$ defined by

$$F(x_1, \ldots, x_d) = \sqrt{\frac{d}{k}} \|x_1, \ldots, x_k\| = \sqrt{\frac{d}{k} (x_1^2 + \cdots + x_k^2)}.$$

Let $x, y \in S^{d-1}$; then

$$\left| F(x) - F(y) \right| \leq \sqrt{\frac{d}{k}} \|x_1 - y_1, \ldots, x_k - y_k\| \leq \sqrt{\frac{d}{k}} \|x - y\|.$$

That is, the function $F$ is $\sqrt{\frac{d}{k}}$-Lipschitz on $S^{d-1}$, and so concentration of measure on the sphere (i.e., Lévy’s lemma) applies:

$$P \left[ |F(X) - E F(X)| \geq \epsilon \right] \leq C e^{-c k \epsilon^2}.$$  \hfill (6.2)

To complete the proof, it remains to show that $E F(X) \approx 1$. Since $E X_i^2 = \frac{1}{d}$ for each $i$, $E \left[ F^2(X) \right] = 1$; written slightly differently,

$$1 = \text{Var}(F(X)) + \left( E F(X) \right)^2.$$

By Fubini’s theorem and the concentration inequality (6.2),

$$\text{Var}(F(X)) = \int_0^\infty P(|F(X) - E F(X)|^2 \geq t) dt \leq \int_0^\infty C e^{-c k t} dt = \frac{C}{ck},$$

so that

$$\sqrt{1 - \frac{C}{ck}} \leq E F(X) \leq 1.$$

Recall that $k = \frac{\log(n)}{\epsilon^2}$. As long as $\epsilon < \frac{c \log(n)}{\epsilon \text{rel}}$, this means that $1 - \frac{\epsilon}{2} \leq E F(X) \leq 1$, and so

$$P \left[ |F(X) - 1| > \epsilon \right] \leq C e^{-C \epsilon^2};$$  \hfill (6.3)
that is, with probability at least \(1 - Ce^{-\frac{c}{4}}\).

\[
1 - \epsilon \leq \sqrt{\frac{d}{k}} \|Px\| \leq 1 + \epsilon.
\]

Returning to the original formulation, for each pair \((i, j)\), there is a set of probability at least \(1 - Ce^{-\frac{c}{4}}\) such that

\[
(1 - \epsilon)^2 \|x_i - x_j\|^2 \leq \left(\frac{d}{k}\right) \|Px_i - Px_j\|^2 \leq (1 + \epsilon)^2 \|x_i - x_j\|^2.
\]

There are fewer than \(n^2\) pairs \((i, j)\), so a simple union bound gives that the above statement holds for all pairs \((i, j)\) with probability at least \(1 - \frac{C}{n^{\frac{1}{4}}\epsilon}\). □

### 6.2 Dvoretzky’s theorem

The following theorem is one of the foundational results of the local theory of Banach spaces; V. Milman’s proof \[84\] gave the first explicit use of the concentration of measure phenomenon in Banach space theory.

**Theorem 6.2** (Dvoretzky’s theorem) Let \(\|\cdot\|\) be an arbitrary norm on \(\mathbb{C}^n\). There is an invertible linear map \(T : \mathbb{R}^n \to \mathbb{R}^n\) such that for all \(\epsilon > 0\), if \(k \leq Ce^{\frac{c}{4}}\log(n)\) and if \(E \subseteq \mathbb{R}^n\) is a random \(k\)-dimensional subspace of \(\mathbb{R}^n\), then with probability at least \(1 - e^{-ck}\),

\[
1 - \epsilon \leq \frac{\|Tv\|}{|v|} \leq 1 + \epsilon \quad \text{for all } v \in E,
\]

where \(c, C\) are absolute constants, independent of \(\|\cdot\|\), and \(|\cdot|\) denotes the Euclidean norm.

The phrase “random \(k\)-dimensional subspace” in the statement of the theorem should be understood as in the previous section: as the linear span of the first \(k\) columns of \(U\), where \(U\) is distributed according to Haar measure on \(\mathbb{U}(n)\). The distribution of such a random subspace is the unique probability measure on the Grassmannian \(G_{k, n}^{\mathbb{C}}\) of \(k\)-dimensional subspaces of \(\mathbb{C}^n\) which is invariant under the action of \(\mathbb{U}(n)\).

Milman’s proof of Dvoretzky’s theorem used the concentration of measure on the sphere, but using the more recently proved concentration of measure on the unitary group, one can deduce the theorem more directly. Before proceeding with the main body of the proof, we make a simple geometric reduction.
Throughout this section, $\| \cdot \|$ will denote the arbitrary norm in the statement of the theorem, and $| \cdot |$ will denote the Euclidean norm.

Recall that an ellipsoid is defined to be a linear image of the Euclidean unit ball $\mathbb{S}^n$. By applying an initial linear transformation, it suffices to assume that the ellipsoid of maximal volume contained in the unit ball of the norm $\| \cdot \|$ is $\mathbb{S}^n$ itself. This implies in particular that $\| v \| \leq | v |$ for all $v \in \mathbb{C}^n$.

Our approach to Theorem 6.2 centers around the random quantity $X_v(U) := \| Uv \| - \mathbb{E} \| Uv \||$ where $v \in \mathbb{C}^n$ is a fixed unit vector, and $U$ is a random unitary matrix. In particular, for a subspace $E \subseteq \mathbb{C}^n$, the supremum $\sup_{v \in E \cap \mathbb{S}^n} |X_v(U)|$ measures the (random) variability of the quantity $\| Uv \|$ over $v \in E$.

**Proposition 6.3** For $v \in \mathbb{S}^n$, let $X_v(U) = \| Uv \| - \mathbb{E} \| Uv \||$ with $U$ a Haar-distributed random unitary matrix. Let $E \subseteq \mathbb{C}^n$ be any subspace. Then

$$P \left( \left| \sup_{v \in E \cap \mathbb{S}^n} |X_v(U)| - \mathbb{E} \left( \sup_{v \in E \cap \mathbb{S}^n} |X_v(U)| \right) \right| > t \right) \leq C e^{-cn^2 t^2}.$$  

**Proof** Let $U, U' \in \mathcal{U}(n)$. Then

$$\left| \sup_v |X_v(U)| - \sup_v |X_v(U')| \right| \leq \sup_v \left| |X_v(U)| - |X_v(U')| \right|$$

$$= \sup_v \left| \| Uv \| - \mathbb{E} \| Uv \|| - \| \| Uv \|| - \mathbb{E} \| U'v \|| \right|$$

$$\leq \sup_v \| (U - U')v \|$$

$$\leq \| U - U' \|_{HS},$$

making use of the facts that $\| \cdot \| \leq | \cdot |$ and $\| \cdot \|_{op} \leq \| \cdot \|_{HS}$.

The function $U \mapsto \sup_v |X_v(U)|$ is thus 1-Lipschitz, and the result follows from Theorem 5.17.

The random quantity $\sup_{v \in E \cap \mathbb{S}^n} |X_v(U)|$ is thus typically close to its mean; the following lemma is the main ingredient needed to estimate that mean.

**Lemma 6.4** Let $x, y \in \mathbb{S}^n$ with $x \neq y$, and let $U$ be a random $n \times n$ unitary matrix. Then for all $t > 0$,

$$P \left( \| Ux \| - \| Uy \| > t \right) \leq C e^{-\frac{t^2}{2n}}.$$
Proof. First, note that $\|U(e^{i\theta}y)\| = \|Uy\|$ for any $\theta$. Choosing $\theta$ such that $\langle x, e^{i\theta}y \rangle$ is real and nonnegative means that $\Re \left( \langle x, e^{i\theta}y \rangle \right) \geq \Re(\langle x, y \rangle)$, and so

$$|x - e^{i\theta}y|^2 = |x|^2 + |y|^2 - 2 \Re(\langle x, e^{i\theta}y \rangle) \leq |x - y|^2.$$ 

We may therefore assume that $\langle x, y \rangle$ is real. Let $z := \frac{x + y}{2}$ and $w := \frac{x - y}{2}$, so that

$$x = z + w \quad y = z - w \quad z \perp w;$$

in terms of $z$ and $w$, the desired conclusion is

$$P \left[ \left| \left| Uz + Uw \right| - \left| \left| Uz - Uw \right| \right| > t \right| Ue_1 = u \right] \leq C e^{-\frac{ct^2}{n^2}}.$$ 

By the translation-invariance of Haar measure, it suffices to assume that $z = e_1$ (the first standard basis vector). Observe that, conditional on the event $\{Ue_1 = u\}$, the distribution of $Uw$ is the same as that of $-Uw$: conditioning on $Ue_1 = u$ simply means choosing the first column of $U$ to be $u$, and filling out the rest of the matrix column by column as described in Section 1.2. In particular, the conditional distribution of $U$ given $Ue_1 = u$ is invariant under changing the sign of each of the remaining columns; doing so replaces $Uw$ by $-Uw$. It follows that

$$\mathbb{E} \left[ \left| \left| Uz + Uw \right| - \left| \left| Uz - Uw \right| \right| \right| Ue_1 = u \right] = 0.$$ 

Moreover, if $U \in \mathbb{U}(n)$ with $Ue_1 = u$, the function $U \mapsto \|u + Uw\|$ is a $|w|$-Lipschitz function of the remaining columns: if $U'$ is another such matrix, then

$$\left| \|u + Uw\| - \|u + U'w\| \right| \leq \left| (U - U')w \right| \leq \left| U - U' \right|_{HS} |w|,$$

again using that $\| \cdot \| \leq \| \cdot \|$ and $\| \cdot \|_{op} \leq \| \cdot \|_{HS}$.

The conditional version of the column by column construction of Haar measure described above makes it clear that conditional on $Ue_1 = u$, the rest of the matrix $U$ is distributed according to Haar measure on a copy of $\mathbb{U}(n - 1)$ embedded in $\mathbb{U}(n)$, and so Theorem 5.17 applies to give that for each $u$,

$$P \left[ \left| \left| Uz + Uw \right| - \left| \left| Uz - Uw \right| \right| > t \right| Ue_1 = u \right] \leq C e^{-\frac{ct^2}{n^2}}.$$ 

Averaging over $u$ completes the proof. \hfill $\square$

Proposition 6.5. Let $E \subseteq \mathbb{C}^n$ be a subspace of dimension $k$. Then

$$\mathbb{E} \sup_{v \in E \cap S_n^c} |X_v| \leq C \sqrt{\frac{k}{n}}.$$
Proof. Lemma 6.4 shows exactly that the stochastic process \( \{X_v\}_{v \in E} \) is sub-Gaussian, with respect to the metric \( \frac{1}{\sqrt{n}} \). Under a sub-Gaussian increment condition, Dudley’s entropy bound (see, e.g., [102]) gives that
\[
\mathbb{E} \sup_{v \in E} |X_v| \leq C \int_0^\infty \sqrt{\log \left( \mathcal{N} \left( E \cap S_n^C, \frac{1}{\sqrt{n}}, \epsilon \right) \right)} \, d\epsilon,
\]
where the covering number \( \mathcal{N} \left( E \cap S_n^C, \frac{1}{\sqrt{n}}, \epsilon \right) \) is the number of \( \epsilon \)-balls needed to cover \( E \cap S_n^C \), with respect to the distance \( |\cdot| \). In particular, the integrand is zero for \( \epsilon > 2 \). The covering number can be bounded using a simple volume argument (see Lemma 2.6 of [85]) by \( \exp \left( k \log \left( \frac{3}{\epsilon} \right) \right) \), and this completes the proof.
\[\square\]

Combining Propositions 6.3 and 6.5 gives that if \( E \) is a \( k \)-dimensional subspace of \( C^n \), then with probability at least \( 1 - C e^{-c t^2} \),
\[
\left\| \left\| Uv \right\| - \mathbb{E} \left\| Uv \right\| \right\| \leq t + C \sqrt{\frac{k}{n}}
\]
for all \( v \in E \); the next step of the proof of Theorem 6.2 is to estimate \( \mathbb{E} \| Uv \| \).

**Proposition 6.6** There is a universal constant \( c \) such that for \( v \in C^n \) with \( |v| = 1 \), \( U \) a random unitary matrix, and \( \| \cdot \| \) as above,
\[
c \sqrt{\frac{\log(n)}{n}} \leq \mathbb{E} \| Uv \| \leq 1.
\]

**Proof** The upper bound is trivial, since \( \| \cdot \| \leq |\cdot| \).

For the lower bound, it follows from the Dvoretzky-Rogers lemma and its proof (see Lemma 3.16 of [73]) that, under the condition on \( \| \cdot \| \) discussed at the beginning of the section (i.e., that the maximum-volume ellipsoid contained in the unit ball of \( \| \cdot \| \) is in fact the Euclidean unit ball), there is an orthonormal basis \( \{v_1, \ldots, v_n\} \) of \( \mathbb{R}^n \) such that
\[
\|v_j\| \geq \frac{1}{2}, \quad 1 \leq j \leq \left\lfloor \frac{n}{2} \right\rfloor;
\]
by applying a further linear isometry, we assume that this estimate holds for the standard basis \( \{e_j\} \).

Now, \( Uv \overset{d}{=} X \), where \( X \) is uniformly distributed on \( S_n^C \). Moreover, if \( (e_1, \ldots, e_n) \) is a random vector of i.i.d. centered \( \{-1, 1\} \)-valued random variables, then
\( X \overset{d}{=} (e_1 X_1, \ldots, e_n X_n) \). For fixed \( j \), conditional on \( X \) and \( e_j \), it follows by Jensen’s inequality that
\[
\| X_j \| \leq \mathbb{E} \left[ \| (e_1 X_1, \ldots, e_n X_n) \| \mid e_j, X \right].
\]
Averaging over \( e_j \) gives
\[
\mathbb{E} \left[ \max_{1 \leq j \leq m} |X_j| \right] \leq \mathbb{E} \| (e_1 X_1, \ldots, e_n X_n) \| = \mathbb{E} \| X \|.
\]
By the lower bound (6.4) gives
\[
\mathbb{E} \| X \| \geq \frac{1}{2} \mathbb{E} \left[ \max_{1 \leq j \leq m} |X_j| \right],
\]
where \( m := \left\lfloor \frac{n}{2} \right\rfloor \). To estimate the right-hand side of (6.4), we use a standard trick of relating the spherical expectation to a corresponding Gaussian one. Note that a uniform random vector on \( S^n \) can be naturally identified with a uniform random vector on \( S^m \), so there is no loss in considering the real case. (That the uniform measure on \( S^n \) is mapped to uniform measure on \( S^m \) by the obvious identification is slightly non-trivial, but follows by the uniqueness of Haar measure and the fact that \( U(n) \) acts transitively on \( S^n \).)
Let \( (Z_1, \ldots, Z_m) \) be i.i.d. standard Gaussian random variables. Then it is well-known that there is a constant \( \rho \) such that
\[
\mathbb{E} \left[ \max_{1 \leq j \leq m} |Z_j| \right] \geq 2 \rho \sqrt{\log(m)}.
\]
Writing the expectation above explicitly in terms of the density of the \( Z_j \) in spherical coordinates gives
\[
\mathbb{E} \left[ \max_{1 \leq j \leq m} |Z_j| \right] = \frac{1}{(2\pi)^{m/2}} \int_{S^{m-1}} \int_0^{\infty} \max_{1 \leq j \leq m} |y_j| e^{-r^2/2} r^{m-1} dr dy = \frac{\Gamma \left( \frac{m+1}{2} \right)}{\sqrt{2\pi} m^{m/2}} \int_{S^{m-1}} \max_{1 \leq j \leq m} |y_j| dy \sigma(y),
\]
where \( \sigma \) denotes the surface area measure on \( S^{m-1} \). The surface area of the unit sphere in \( \mathbb{R}^m \) is \( \frac{m\pi^{m/2}}{\Gamma \left( \frac{m}{2} + 1 \right)} \), and so rearranging above and applying the lower bound (6.4) gives
\[
\mathbb{E} \left[ \max_{1 \leq j \leq m} |X_j| \right] \geq \frac{2\sqrt{2} \rho \sqrt{\log(m)} \Gamma \left( \frac{m+1}{2} \right)}{m \Gamma \left( \frac{m+1}{2} \right)} \geq c \sqrt{\frac{\log(m)}{m}}.
\]
where the last estimate follows from Stirling’s formula.

We are now in a position to complete the proof of Dvoretzky’s theorem. Let $M := \mathbb{E}[\|Ue_1\|]$, and for $\epsilon > 0$ fixed, let $k = cnM^2\epsilon^2$, where $c$ is a small (but universal) constant. Applying Proposition 6.3 with $t = \frac{M}{2}$ gives that for any $k$-dimensional subspace $E \subseteq \mathbb{C}^n$, with probability at least $1 - Ce^{-c\epsilon^2M^2} \geq 1 - Ce^{-c\epsilon^2\log(n)}$,

$$M(1 - \epsilon) \leq ||Uv|| \leq M(1 + \epsilon),$$

for all $v \in E$ with $|v| = 1$. In particular, let $E$ be the span of $\{e_1, \ldots, e_k\}$. Then the statement above means that with probability at least $1 - Ce^{-c\epsilon^2\log(n)}$,

$$1 - \epsilon \leq \frac{1}{M} ||w|| \leq 1 + \epsilon$$

for all $w$ in the linear span of the first $k$ columns of $U$; that is, for all $w$ in a randomly chosen $k$-dimensional subspace of $\mathbb{C}^n$. Absorbing the constant $M$ into the linear map $T$ in the statement of Theorem 6.2 completes the proof.

### 6.3 A measure-theoretic Dvoretzky theorem

In this section, the objects of study are the marginal distributions of high-dimensional probability measures. It was recognized long ago that in many settings, most one-dimensional projections of high-dimensional probability measures are approximately Gaussian. In particular, Borel’s lemma (Lemma 2.4) is an early example: all one-dimensional projections of uniform measure on the sphere in $\mathbb{R}^d$ are the same, and all are approximately Gaussian for large $d$. This is also a familiar phenomenon in statistics, in which low-dimensional projections of high-dimensional data which appear approximately Gaussian are usually regarded as not giving useful information about the structure of the data.

It is natural to ask under what conditions on the high-dimensional distribution this phenomenon occurs, and moreover, how long it persists; i.e., if a $d$-dimensional probability distribution is projected onto a $k$-dimensional subspace, how large can $k$ be relative to $d$ so that such projections are typically approximately Gaussian?

The connection to Dvoretzky’s theorem is the following. In both settings, an additional structure is imposed on $\mathbb{R}^n$ (a norm in the case of Dvoretzky’s theorem; a probability measure in the present context); in either case, there is
6.3 A measure-theoretic Dvoretzky theorem

Let $X$ be a random vector in $\mathbb{R}^d$ satisfying

$$\mathbb{E}|X|^2 = \sigma^2 d \quad \mathbb{E}|X|^2 - d \leq L \frac{d}{(\log d)^{1/3}} \sup_{\xi \in \mathbb{S}^{d-1}} \mathbb{E} \langle \xi, X \rangle^2 \leq 1.$$ 

Let $X^{(k)}_V := (\langle X, V_1 \rangle, \ldots, \langle X, V_k \rangle)$, where

$$
V := \begin{bmatrix}
- & V_1 & - \\
- & & \\
- & V_d & -
\end{bmatrix}
$$

is an orthogonal matrix. Fix $\delta < 2$ and suppose that $k = \delta \frac{\log(d)}{\log(\log(d))}$. Then there is a $c > 0$ depending only on $\delta$ such that for $\epsilon = \exp \left\{-c \log(\log(d))\right\}$, there is a subset $\mathcal{Z} \subseteq \cap (d)$ with $\mathbb{P}[\mathcal{Z}] \geq 1 - C \exp\left(-c \epsilon^2\right)$, such that for all $V \in \mathcal{Z}$,

$$d_{BL}(X^{(k)}_V, \sigma Z) \leq C \epsilon.$$

The following example shows that, without additional assumptions, the theorem gives the best possible estimate on $k$.

Let $X$ be distributed uniformly among $\{\pm \sqrt{d} e_1, \ldots, \pm \sqrt{d} e_d\}$, where the $e_i$ are the standard basis vectors of $\mathbb{R}^d$. That is, $X$ is uniformly distributed on the vertices of a cross-polytope. Then $\mathbb{E}|X| = 0$, $|X|^2 \equiv d$, and given $\xi \in \mathbb{S}^{d-1}$, $\mathbb{E} \langle X, \xi \rangle^2 = 1$, thus Theorem 6.7 applies.

Consider a projection of $\{\pm \sqrt{d} e_1, \ldots, \pm \sqrt{d} e_d\}$ onto a random subspace $E$ of dimension $k$, and define the Lipschitz function $f : E \to \mathbb{R}$ by $f(x) := (1 - d(x, S_E))_+$, where $S_E$ is the image of $\{\pm \sqrt{d} e_1, \ldots, \pm \sqrt{d} e_d\}$ under projection onto $E$ and $d(x, S_E)$ denotes the (Euclidean) distance from the point $x$ to the set $S_E$. Then if $\mu_{S_E}$ denotes the probability measure putting equal mass at each of the points of $S_E$, $\int f d\mu_{S_E} = 1$. On the other hand, the volume $\omega_k$ of the unit ball in $\mathbb{R}^k$ is asymptotically given by $\frac{\omega_k}{\sqrt{2\pi}} \left[\frac{2\pi}{e}\right]^{\frac{k}{2}}$ for large $k$, in the sense that the ratio tends to one as $k$ tends to infinity. It follows that the standard Gaussian measure of a ball of radius 1 in $\mathbb{R}^k$ is bounded by $\frac{1}{\omega_{k+c}} \cdot \omega_k \sim \frac{\sqrt{2\pi}}{e^c} \left[\frac{2\pi}{e}\right]^{\frac{k}{2}}$. If $\gamma_k$ denotes the standard Gaussian measure in $\mathbb{R}^k$, then this estimate means that

$$\frac{1}{\omega_{k+c}} \leq \frac{\sqrt{2\pi}}{e^c} \left[\frac{2\pi}{e}\right]^{\frac{k}{2}}.$$ 

Now, if $k = \frac{\log(d)}{\log(\log(d))}$ for $c > 2$, then this bound tends to zero, and thus $d_{BL}(\mu_{S_E}, \gamma_k)$ is close to 1 for any choice of the subspace $E$, the measures $\mu_{S_E}$ are far from Gaussian in this regime.
This example together with Theorem 6.7 show that the phenomenon of typically Gaussian marginals persists for \( k = \frac{c \log(d)}{\log(\log(d))} \) for \( c < 2 \), but fails in general if \( k = \frac{c \log(d)}{\log(\log(d))} \) for \( c > 2 \).

The proof of Theorem 6.7 is in several steps. Borrowing terminology from statistical mechanics, we first consider the “annealed” version of \( X^{(k)}_V \), in which \( V \) is taken to be random and independent of \( X \), and show that it is approximately Gaussian. Then, we show that the random distance between a “quenched” version of \( X^{(k)}_V \) and its annealed (i.e., averaged) version is strongly concentrated at its mean. Finally, we estimate this “average distance to average”.

**Theorem 6.8**  
Let \( X \) be a random vector in \( \mathbb{R}^n \), with \( \mathbb{E}X = 0 \), \( \mathbb{E}|X|^2 = \sigma^2d \), and
\[
\mathbb{E}\left[|X|^2 - \sigma^2d\right] := A < \infty.
\]
Suppose that \( V \) is distributed according to Haar measure on \( O(d) \) and independent of \( X \), and let \( X^{(k)}_V = (\langle X, V_1 \rangle, \ldots, \langle X, V_k \rangle) \), where \( V_i \) is the \( i^{th} \) row of \( V \). Then
\[
d_{BL}(X^{(k)}_V, \sigma Z) \leq \frac{\sigma \sqrt{k(A + 1) + \sigma k}}{d - 1}.
\]

**Proof**  
The proof is via the version of Stein’s method given in Theorem 2.21, Section 2.4. Observe first that \( \mathbb{E}X^{(k)}_V = 0 \) by symmetry and if \( v_{ij} \) denotes the \( i^{th} - j^{th} \) entry of \( V \), then
\[
\mathbb{E}(X^{(k)}_V)_j = \mathbb{E}(V_j, X) = \sum_{i=1}^d \mathbb{E}|v_{ij}v_{js}| \mathbb{E}[X_{is}] = \frac{\delta_{ij}}{d} \mathbb{E}|X|^2 = \delta_{ij}\sigma^2,
\]
thus \( \mathbb{E}[X^{(k)}_V (X^{(k)}_V)^T] = \sigma^2 I_d \).

The construction of \( X_{V,\epsilon} \) for the application Theorem 2.21 is analogous to the construction of exchangeable pairs of random matrices in Section 2.4. Let
\[
A_{\epsilon} := \begin{bmatrix} \sqrt{1 - \epsilon^2} & \epsilon \\ -\epsilon & \sqrt{1 - \epsilon^2} \end{bmatrix} \oplus I_{d-2} = I_d + \begin{bmatrix} \frac{\epsilon}{2} & \delta \\ -\frac{\epsilon}{2} & \delta \end{bmatrix} \oplus 0_{d-2},
\]
where \( \delta = O(\epsilon^4) \). Let \( U \in O(d) \) be a random orthogonal matrix, independent of \( X \) and \( V \), and define
\[
X_{V,\epsilon} := \left( \langle UA_\epsilon U^T V_1, X \rangle, \ldots, \langle UA_\epsilon U^T V_k, X \rangle \right);
\]
the pair \( (X^{(k)}_V, X_{V,\epsilon}) \) is exchangeable by the rotation invariance of the distribution of \( V \), and so \( X^{(k)}_V \overset{d}{=} X_{V,\epsilon} \).
6.3 A measure-theoretic Dvoretzky theorem

Let $\mathbf{K}$ be the $d \times 2$ matrix given by the first two columns of $\mathbf{U}$ and let $\mathbf{C} = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$; define the matrix $\mathbf{Q} = [q_{ij}]_{i,j=1}^{d} = \mathbf{KCK}^{T}$. Then

$$\mathbf{U}_n \mathbf{U}^{T} - I_d = \left(-\frac{\varepsilon^2}{2} + \delta \right) \mathbf{K} \mathbf{K}^{T} + \epsilon \mathbf{Q},$$

and so, writing $X^{(k)}_{\mathcal{V}} = (X^{1}_{\mathcal{V}}, \ldots, X^{d}_{\mathcal{V}})$ and $X_{\mathcal{V},\mathcal{E}} = (X^{1}_{\mathcal{V},\mathcal{E}}, \ldots, X^{d}_{\mathcal{V},\mathcal{E}}),$

$$\mathbb{E} \left[ X^{(k)}_{\mathcal{V}} - X^{(k)}_{\mathcal{E}} | \mathcal{X}, \mathcal{V} \right] = \mathbb{E} \left[ \left( \mathbf{UA}_n \mathbf{U}^{T} - \mathbf{I}_d \right) \mathbf{V}_{\mathcal{J}} \mathcal{X} | \mathcal{X}, \mathcal{V} \right]$$

$$= \varepsilon \mathbb{E} \left[ \left( \mathbf{Q} \mathbf{V}_{\mathcal{J}} \mathcal{X} \right) | \mathcal{X}, \mathcal{V} \right] - \left( \frac{\varepsilon^2}{2} + \delta \right) \mathbb{E} \left[ \left( \mathbf{K} \mathbf{K}^{T} \mathbf{V}_{\mathcal{J}} \mathcal{X} \right) | \mathcal{X}, \mathcal{V} \right].$$

Recall that $\mathbf{Q}$ and $\mathbf{K}$ are determined by $\mathbf{U}$ alone, and that $\mathbf{U}$ is independent of $\mathbf{X}, \mathbf{V}.$ It is easy to show that $\mathbb{E}[\varepsilon \mathbf{Q}] = 0_d$ and $\mathbb{E}[\mathbf{K} \mathbf{K}^{T}] = \frac{d}{2} I_d,$ thus

$$\mathbb{E} \left[ X_{\mathcal{V},\mathcal{E}} - X^{(k)}_{\mathcal{V}} | \mathcal{X}, \mathcal{V} \right] = \left(-\frac{\varepsilon^2}{d} + \frac{2\delta}{d} \right) X^{(k)}_{\mathcal{V}}.$$  

Condition 1 of Theorem 2.21 is thus satisfied with $\lambda(\varepsilon) = \frac{\varepsilon^2}{d}.$

It follows from the formula given in Lemma 2.22 that $\mathbb{E} q_{rs} q_{tw} = \frac{2}{d(d-1)} [ \delta_{rt} \delta_{sw} - \delta_{rw} \delta_{st} ],$ which yields

$$\mathbb{E} \left[ \left( X^{(k)}_{\mathcal{V},\mathcal{E}} - X^{(k)}_{\mathcal{V}} \right) \left( X^{(k)}_{\mathcal{V},\mathcal{E}} - X^{(k)}_{\mathcal{V}} \right) | \mathcal{X}, \mathcal{V} \right]$$

$$= \varepsilon^2 \mathbb{E} \left[ \left( \mathbf{Q} \mathbf{V}_{\mathcal{J}} \mathcal{X} \right) \left( \mathbf{Q} \mathbf{V}_{\mathcal{J}} \mathcal{X} \right) | \mathcal{X}, \mathcal{V} \right] + O(\varepsilon^3)$$

$$= \varepsilon^2 \sum_{r,t,s,w=1}^{d} \mathbb{E} \left[ q_{rs} q_{tw} v_{rs} v_{tw} X_{r} X_{s} | \mathcal{X}, \mathcal{V} \right] + O(\varepsilon^3)$$

$$= \frac{2\varepsilon^2}{d(d-1)} \left[ \sum_{r,t,s=1}^{d} v_{rs} v_{ts} X_{r}^2 - \sum_{r,t,s=1}^{d} v_{rs} v_{ts} X_{s} X_{t} \right] + O(\varepsilon^3)$$

$$= \frac{2\varepsilon^2}{d(d-1)} [ \delta_{rt} |X|^2 - X_{r} X_{t} ] + O(\varepsilon^3)$$

$$= \frac{2\varepsilon^2\sigma^2}{d} - \delta_{rt} + \frac{2\varepsilon^2}{d(d-1)} [ \delta_{rt} (|X|^2 - \sigma^2 d) + \delta_{rt} \sigma^2 - X_{r} X_{t} ] + O(\varepsilon^3).$$

The random matrix $\mathbf{F}$ of Theorem 2.21 is therefore defined by

$$\mathbf{F} = \frac{1}{d-1} \left[ (|X|^2 - \sigma^2 d) \mathbf{I}_k + \sigma^2 \mathbf{I}_k - X^{(k)}_{\mathcal{V}} X^{(k)}_{\mathcal{V}}^{T} \right].$$
It now follows from Theorem 2.21 that

\[ d_{BL}(X_V^{(k)}, \sigma Z) \leq W_1(X_V^{(k)}, \sigma Z) \]

\[ \leq \frac{\sigma \sqrt{k}}{d - 1} \left( \mathbb{E} \left| \frac{|X|^2}{\sigma^2} - d \right| + 1 \right) + \frac{\sigma}{d - 1} \mathbb{E} \left[ \sum \left( \frac{X^Y}{\sigma} \right)^2 \right] \]

\[ \leq \frac{\sigma \sqrt{k}(A + 1) + \sigma k}{d - 1}. \]  

(6.5)

The next result gives the concentration of \( d_{BL}(X_V^{(k)}, \sigma Z) \) about its mean. The idea is very similar to the argument at the end of Section 5.4 on the concentration of the empirical spectral measure.

**Theorem 6.9** Let \( X \in \mathbb{R}^d \) be a centered random vector, with \( \mathbb{E} |X|^2 = \sigma^2 d \), and let

\[ B := \sup_{\xi \in \mathbb{S}^{d-1}} \mathbb{E} \langle X, \xi \rangle^2. \]

The function

\[ V \mapsto d_{BL}(X_V^{(k)}, \sigma Z) \]

on \( \mathbb{O}(d) \) can be viewed as a random variable, by letting \( V \) be distributed according to Haar measure on \( \mathbb{O}(d) \). Then there are universal constants \( C, c \) such that for any \( \epsilon > 0 \),

\[ \mathbb{P} \left[ \left| d_{BL}(X_V^{(k)}, \sigma Z) - \mathbb{E} d_{BL}(X_V^{(k)}, \sigma Z) \right| > \epsilon \right] \leq Ce^{-\frac{c}{\sqrt{d}}} \]

**Proof** Define a function \( F : \mathbb{O}(d) \rightarrow \mathbb{R} \) by

\[ F(V) = \sup_{|f|_{lip} \leq 1} \left| \mathbb{E}_X f(X_V^{(k)}) - \mathbb{E} f(\sigma Z) \right|, \]

where \( \mathbb{E}_X \) denotes the expectation with respect to the distribution of \( X \) only.
6.3 A measure-theoretic Dvoretzky theorem

Let \( V, V' \in \mathbb{O}(d) \); observe that for \( f \) with \( \| f \|_{BL} \leq 1 \) given,

\[
\| \mathbb{E}_x f(X^{(k)}_V) - \mathbb{E} f(\sigma Z) \| - \| \mathbb{E}_x f(X^{(k)}_V) - \mathbb{E} f(\sigma Z) \|
\leq \| \mathbb{E}_x f(X^{(k)}_V) - \mathbb{E} f(\sigma Z) \|
\leq \| \mathbb{E} f((X, V_1), \ldots, (X, V_k)) - f((X, V_1), \ldots, (X, V_k)) \| \| V, V' \|
\leq \sup \| f((X, V_1), \ldots, (X, V_k)) - f((X, V_1), \ldots, (X, V_k)) \| \leq \rho(V, V') \sqrt{B}.
\]

It follows that

\[
d_{BL}(X^{(k)}_V, \sigma Z) - d_{BL}(X^{(k)}_V, \sigma Z)
\leq \sup_{\| f \|_{BL} \leq 1} \| \mathbb{E}_x f(X^{(k)}_V) - \mathbb{E} f(\sigma Z) \| - \| \mathbb{E}_x f(X^{(k)}_V) - \mathbb{E} f(\sigma Z) \|
\leq \sup_{\| f \|_{BL} \leq 1} \| \mathbb{E}_x f(X^{(k)}_V) - \mathbb{E} f(\sigma Z) \| - \| \mathbb{E}_x f(X^{(k)}_V) - \mathbb{E} f(\sigma Z) \|
\leq \rho(V, V') \sqrt{B},
\]

thus \( d_{BL}(X^{(k)}_V, \sigma Z) \) is a Lipschitz function on \( \mathbb{O}(d) \), with Lipschitz constant \( \sqrt{B} \). Applying the concentration of measure inequality in Corollary 5.17 thus implies that

\[
\mathbb{P}[d_{BL}(X^{(k)}_V, \sigma Z) - \mathbb{E}d_{BL}(X^{(k)}_V, \sigma Z) > \epsilon] \leq Ce^{-\frac{\epsilon^2}{A}}.
\]

The final component of the proof of Theorem 6.7 is to estimate the so-called average distance to average.

**Theorem 6.10** With notation as in the previous theorems,

\[
\mathbb{E}d_{BL}(X^{(k)}_V, \sigma Z) \leq C \left( \frac{k^{k-1}B^{k+2}}{d^2} \right)^{\frac{1}{d}} + \alpha \left( \sqrt{k(A + 1) + k} \right) \frac{d}{d - 1}.
\]

**Proof** Let \( V \in \mathbb{O}(d) \) and let \( U \) be a random orthogonal matrix, independent of \( X \). Then the function

\[
V \mapsto d_{BL}(X^{(k)}_V, X^{(k)}_U)
\]
can be viewed as a random variable, if $V$ is now taken to be distributed according to Haar measure. The essential idea of the proof is to view this random variable as the supremum of a stochastic process: for $f : \mathbb{R}^k \to \mathbb{R}$ with $\|f\|_{BL} \leq 1$, let

$$X_f = X_f(V) := \mathbb{E}_X f(X^{(k)}_V) - \mathbb{E} f(X^{(k)}_U),$$

where again $\mathbb{E}_X f(X^{(k)}_V)$ indicates expectation with respect to $X$ only. Then $\{X_f\}_f$ is a centered stochastic process indexed by the set of functions $f$ on $\mathbb{R}^k$ with $\|f\|_{BL} \leq 1$, and

$$d_{BL}(X^{(k)}_V, X^{(k)}_U) = \sup_{\|f\|_{BL} \leq 1} X_f.$$

Concentration of measure on the orthogonal group implies that $X_f$ is a sub-Gaussian process, as follows. Let $f : \mathbb{R}^k \to \mathbb{R}$ be Lipschitz with Lipschitz constant $L$ and consider the function $G = G_f$ defined on $O(d)$ by

$$G(V) := \mathbb{E}_X f(X^{(k)}_V) = \mathbb{E}_X \left[ f((V_1, X), \ldots, (V_k, X)) \right],$$

where $V_i$ denotes the $i^{th}$ row of $V$. It was shown in the course of the previous proof that $G(V)$ is a Lipschitz function on $O(d)$, with Lipschitz constant $L \sqrt{B}$, and so by Corollary 5.17 there are universal constants $C, c$ such that

$$\mathbb{P}[|G(V) - \mathbb{E} G(V)| > \epsilon] \leq C e^{-\frac{cd^2}{L^2 B}}.$$  \hfill (6.6)

It follows from Fubini’s theorem that if $V$ a random orthogonal matrix, then $\mathbb{E} G(V) = \mathbb{E} f(X^{(k)}_U)$, for $U$ Haar-distributed and independent of $X$ as above. Equation (6.6) can thus be restated as

$$\mathbb{P}\left[|X_f| > \epsilon\right] \leq C \exp \left[ -\frac{cd^2}{L^2 B} \right].$$

Note that $X_f - X_g = X_{f-g}$, and so

$$\mathbb{P}\left[|X_f - X_g| > \epsilon\right] \leq C \exp \left[ -\frac{cd^2}{2B[f-g]^2_{BL}} \right] \leq C \exp \left[ -\frac{cd^2}{2B[f-g]_{BL}^2} \right].$$

The process $\{X_f\}$ therefore satisfies the sub-Gaussian increment condition for the metric space $(BL_1, d^*)$, where $BL_1$ denotes the unit ball of the bounded-Lipschitz norm and $d^*(f, g) := \frac{\sqrt{B}}{\sqrt{c}} \|f - g\|_{BL}$.

The idea is to apply Dudley’s entropy bound to this sub-Gaussian process; however, it cannot be usefully applied to this infinite-dimensional indexing set. We therefore make several reductions, beginning with a truncation argument.
Let
\[ \varphi_R(x) = \begin{cases} 1 & |x| \leq R, \\ R + 1 - |x| & R \leq |x| \leq R + 1, \\ 0 & R + 1 \leq |x|. \end{cases} \]
and define \( f_R := f \cdot \varphi_R \); if \( ||f||_{BL} \leq 1 \), then \( ||f_R||_{BL} \leq 2 \). Since \( |f(x) - f_R(x)| = 0 \) if \( x \in B_R \) and \( |f(x) - f_R(x)| \leq 1 \) for all \( x \in \mathbb{R}^k \),
\[
||\mathbb{E}_X f(X^{(k)}_X) - \mathbb{E}_X f_R(X^{(k)}_X)|| \leq \mathbb{E}_X ||X^{(k)}_X|| > R \leq \frac{1}{R^2} \sum_{i=1}^k \mathbb{E}_X [\langle X, Y_i \rangle^2] \leq \frac{B_k}{R^2},
\]
and the same holds if \( \mathbb{E}_X \) is replaced by \( \mathbb{E} \). It follows that \( |X_f - X_{f_R}| \leq \frac{2B_k}{R^2} \).
Consider therefore the process \( X_f \) indexed by \( BL_{2,R+1} \) (with norm \( \| \cdot \|_{BL} \)), for some choice of \( R \) to be determined, where
\[
BL_{2,R+1} := \left\{ f : \mathbb{R}^k \to \mathbb{R} : ||f||_{BL} \leq 2; f(x) = 0 \text{ if } |x| > R + 1 \right\}.
\]
what has been shown is that
\[
\mathbb{E} \left[ \sup_{||f||_{BL} \leq 1} X_f \right] \leq \mathbb{E} \left[ \sup_{f \in BL_{2,R+1}} X_f \right] + \frac{2B_k}{R^2}. \tag{6.7}
\]

The next step is to approximate functions in \( BL_{2,R+1} \) by “piecewise linear” functions. Specifically, consider a cubic lattice of edge length \( \epsilon \) in \( \mathbb{R}^k \). Triangulate each cube of the lattice into simplices inductively as follows: in \( \mathbb{R}^2 \), add an extra vertex in the center of each square to divide the square into four triangles. To triangulate the cube of \( \mathbb{R}^k \), first triangulate each facet as was described in the previous stage of the induction. Then add a new vertex at the center of the cube; connect it to each of the vertices of each of the facets gives a triangulation into simplices. Observe that when this procedure is carried out, each new vertex added is on a cubic lattice of edge length \( \frac{\epsilon}{2} \). Let \( \mathcal{L} \) denote the supplemented lattice comprised of the original cubic lattice, together with the additional vertices needed for the triangulation. The number of sites of \( \mathcal{L} \) within the ball of radius \( R + 1 \) is then bounded by, e.g., \( \epsilon \left( \frac{3\pi R}{2} \right)^k \omega_k \), where \( \omega_k \) is the volume of the unit ball in \( \mathbb{R}^k \). It is classical that the volume \( \omega_k \) of the unit ball in \( \mathbb{R}^k \) is asymptotically given by \( \frac{\sqrt{2}}{\sqrt{k}} \left( \frac{2\pi e}{k} \right)^{k/2} \) as \( k \to \infty \), so that the number of sites is bounded by \( \frac{c}{\sqrt{k}} \left( \frac{c R}{\sqrt{k}} \right)^k \), for constants \( c, c' \) which are independent of \( d \) and \( k \).

We now approximate \( f \in BL_{2,R+1} \) by the function \( \tilde{f} \) defined such that \( \tilde{f}(x) = f(x) \) for \( x \in \mathcal{L} \), and the graph of \( \tilde{f} \) is determined by taking the convex hull of the vertices of the image under \( f \) of each \( k \)-dimensional simplex determined by \( \mathcal{L} \). The resulting function \( \tilde{f} \) still has \( ||f||_{BL} \leq 2 \), and \( ||f - \tilde{f}||_{\infty} \leq \frac{\epsilon R}{2 \sqrt{k}} \), since the
distance between points in the same simplex is bounded by \( \frac{\epsilon}{\sqrt{k}} \). Moreover, the function \( \tilde{f} \) lies inside the finite-dimensional vector space of functions whose values are determined through the interpolation procedure described above by their values at the points of \( L \) within the ball of radius \( R + 1 \). It thus follows that

\[
\mathbb{E}\left[ \sup_{f \in BL_{2,R+1}} X_f \right] \leq \mathbb{E}\left[ \sup_{f \in BL_{2,R+1}} X_f \right] + \epsilon \sqrt{k}, \tag{6.8}
\]

that the process \( \{X_f\}_{f \in BL_{2,R+1}} \) is sub-Gaussian with respect to \( \frac{\sqrt{B}}{\sqrt{cd}} \| \cdot \|_{BL} \), and that \( \{f : f \in BL_{2,R+1}\} \) is the ball of radius 2 inside an \( M \)-dimensional normed space, with

\[
M = \frac{c}{\sqrt{k}} \left( \frac{c' R}{\epsilon \sqrt{k}} \right)^k. \tag{6.9}
\]

We have thus replaced a sub-Gaussian process indexed by a ball in an infinite-dimensional space with one indexed by a ball in a finite-dimensional space, where Dudley’s bound can finally be applied. Let \( T := \{f : f \in BL_{2,R+1}\} \); a classical volumetric argument gives that the covering numbers of the unit ball \( B \) of a finite-dimensional normed space \((X, \| \cdot \|)\) of dimension \( M \) can be bounded as \( N(B, \| \cdot \|, \epsilon) \leq \exp \left[ M \log \left( \frac{1}{\epsilon \sqrt{d}} \right) \right] \). As a result,

\[
N\left( T, \frac{\sqrt{B}}{\sqrt{cd}} \| \cdot \|_{BL}, \epsilon \right) \leq \exp \left[ M \log \left( \frac{c' \sqrt{B}}{\epsilon \sqrt{d}} \right) \right].
\]

It follows from Dudley’s entropy bound that

\[
\mathbb{E} \sup_{f \in T} X_f \leq \mathbb{E} \int_{0}^{\epsilon \sqrt{d}} M \log \left( \frac{c' \sqrt{B}}{\epsilon \sqrt{d}} \right) d\epsilon = L \sqrt{MBd}.
\]

Combining this with (6.7) and (6.8) yields

\[
\mathbb{E} \left[ \sup_{\|f\|_{BL} \leq 1} (\mathbb{E}_X f(X_f) - \mathbb{E}_f f(X_U)) \right] \leq \frac{9kB}{R^2} + \epsilon \sqrt{k} + L \sqrt{MBd}.
\]

Using the value of \( M \) in terms of \( R \) given in equation (6.9) and choosing \( \epsilon = \left( \frac{BRd}{dR} \right)^{\frac{k}{2}} \) yields

\[
\mathbb{E} \left[ \sup_{\|f\|_{BL} \leq 1} (\mathbb{E}_X f(X_f) - \mathbb{E}_f f(X_U)) \right] \leq \frac{9kB}{R^2} + \tilde{c} \left( \frac{BRd}{dR} \right)^{\frac{k}{2}}.
\]
Finally, choosing \( R = \left( dk^2 B^{k+1} \right)^{1/3} \) yields

\[
E \left[ \sup_{\|f\|_{\text{lin.}} \leq 1} (\mathbb{E}_X f(X_V) - \mathbb{E} f(X_U)) \right] \leq L \left( \frac{k^{k-1} B^{k+2}}{d^2} \right)^{1/3}.
\]

Combining this with Theorem 6.8 completes the proof. \( \square \)

**Notes and References**

The Johnson–Lindenstrauss lemma was first proved in [62] as a step in showing that any mapping from an \( n \)-point set in a metric space \( X \) into \( \ell_2 \) can be extended to a Lipschitz mapping of all of \( X \) into \( \ell_2 \), with the Lipschitz constant at worst being multiplied by \( c \sqrt{\log(n)} \). The lemma has found many applications in computer science and other areas; see the book [103] by Vempala for an extensive survey. The original proof used Gaussian random matrices; random orthogonal matrices were first used in [46], and there is now a large literature on alternative forms of randomness.

Dvoretzky's theorem first appeared in [40], and an enormous literature has grown up around the theorem and its applications. The recent book [4] has an extensive history and discussion of modern viewpoints and connections. The proof in the literature which is closest to the one given in Section 6.2 was given by Aubrun, Szarek, and Werner in [5], following an earlier approach of Schechtman [95].

Borel's theorem on the distribution of a coordinate of a random point on the sphere can be seen as a first example of the central limit theorem for convex bodies; that is, that marginals of the uniform measure on high-dimensional convex bodies are approximately Gaussian. Over the years, many authors made contributions on this problem; see in particular [101, 34, 15, 68, 44]. Finally, Klartag [69] showed that the typical total variation distance between a \( k \)-dimensional marginal of uniform measure on a convex body (or, more generally, any log-concave distribution) in \( \mathbb{R}^d \) and the corresponding Gaussian distribution is small even when \( k = d^\epsilon \) (for a specific universal constant \( \epsilon \in (0, 1) \)). See the recent book [14] for an extensive survey of the central limit theorem for convex bodies and related phenomena.

Theorem 6.7 first appeared in [78], and was an attempt to find the optimal dependence of \( k \) on \( d \) when the assumption of log-concavity was removed. The possible rate of growth of \( k \) as a function of \( d \) is indeed weaker than in the result of [69] for log-concave measures; \( k \) can grow only a bit more slowly.
than logarithmically with $d$, rather than polynomially. However, as the example following the theorem shows, either the log-concavity or some other additional assumption is necessary; with only the assumptions here, logarithmic-type growth of $k$ in $d$ is best possible for the bounded-Lipschitz metric.
7

Characteristic polynomials and connections to the Riemann $\zeta$-function

In this chapter we give just a taste of the intriguing, and as yet unexplained, connection between zeros of the Riemann zeta function and eigenvalues of random matrices. A few pointers to the large literature on the subject are given in the end of chapter notes.

7.1 Two-point correlations and Montgomery’s conjecture

The Riemann zeta function is defined on complex numbers $s = \sigma + it$ with $\sigma > 1$ by either the Dirichlet series or the Euler product

$$\zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} = \prod_p \left(1 - \frac{1}{p^s}\right)^{-1},$$

where the product is over prime numbers $p$. The zeta function can be extended to the complex plane by analytic continuation and has a simple pole at $s = 1$ and trivial zeros at $s = -2n$ for $n = 1, 2, 3, \ldots$. It has been known since Riemann that the remaining zeros $\rho = \beta + i\gamma$ all lie in the “critical strip” $0 < \beta < 1$, and that the zeroes fall symmetrically about both the real line and the line $\beta = \frac{1}{2}$ (sometimes called the critical line), so that if $\rho$ is a zero, so are $\overline{\rho}$, $1 - \rho$, and $1 - \overline{\rho}$. The Riemann Hypothesis (RH) is that all of the nontrivial zeros have $\beta = \frac{1}{2}$.

The interest in the Riemann Hypothesis lies in the connection between the zeros of the zeta function and the distribution of prime numbers. This is of course an enormous field of study, but the following gives a flavor of the connection. The von Mangoldt function $\Lambda(n)$ is defined by

$$\Lambda(n) = \begin{cases} \log p, & n = p^m, p \text{ prime}, m \geq 1; \\ 0, & \text{otherwise}. \end{cases}$$
and the Chebyshev function $\psi(x)$ is given by

$$\psi(x) = \sum_{n \leq x} \Lambda(n).$$

The Chebyshev function is closely related to the prime counting function $\pi(x) = \{p \leq x : p \text{ prime}\}$, and the growth estimate

$$\psi(x) = x + O(x^{\frac{3}{2}} \log x^2)$$

is equivalent to RH.

Over the years, many approaches to proving RH have been explored. One is via spectral theory: let $\{\frac{1}{2} + it_n\}_{n \in \mathbb{N}}$ denote the non-trivial zeroes of the Riemann zeta function, so that RH is the statement that the $t_n$ are all real. The Hilbert–Pólya conjecture is the statement that there is an unbounded Hermitian operator whose eigenvalues are $\{t_n\}_{n \in \mathbb{N}}$. This conjecture has inspired the idea that the eigenvalues of this mysterious operator may behave like the eigenvalues of a “random operator”, which could be modeled by a (large) random matrix. Most classically, the model used was the GUE; i.e., a random matrix distributed according to Gaussian measure in Hermitian matrix space. The eigenvalues of random unitary matrices, and especially the spacings between them, have also been considered in this context, and in fact in many of the resulting conjectures, either random matrix model produces the same conjecture about the zeta zeroes. It turns out that indeed, when zeta zeros and eigenvalues of random matrices are compared numerically, their behavior matches astonishingly well. This connection was first noticed in a chance meeting of Hugh Montgomery and Freeman Dyson in the context of pair correlations.

In order to identify the appropriate correspondence between zeta zeroes and eigenvalues, a first important observation is that the local density of zeta zeroes at a given height within the critical strip is known. Let

$$n(T) := \| \rho = \beta + iy : \zeta(\rho) = 0, 0 < y \leq T \|,$$

$$n(T-) := \| \rho = \beta + iy : \zeta(\rho) = 0, 0 < y < T \|,$$

and

$$N(T) := \frac{n(T) + n(T-)}{2},$$

where in both $n(T)$ and $n(T-)$, the zeros are counted with multiplicity. The Riemann–von Mangoldt formula states that

$$N(T) = \frac{T}{2\pi} \log \left( \frac{T}{2\pi e} \right) + \frac{T}{8} + R(T) + S(T),$$

1 Said encounter is now a much-loved anecdote illustrating, among other things, the value of department tea.
where \( R(T) = O(\frac{1}{T}) \) and
\[
S(T) = \frac{1}{\pi} \arg \left( e^{\left( \frac{1}{2} + iT \right)} \right) = O(\log(T)).
\]
In particular, this says that the local density of zeros at height \( T \) is approximately
\[
\frac{1}{2} \log \left( \frac{T}{2\pi} \right).
\]
Since the average density of the eigenvalues of \( U \in \mathbb{U}(n) \) on the circle is \( \frac{n}{2\pi} \), when comparing zeta zeroes and eigenvalues it makes sense to compare eigenvalues of \( U \in \mathbb{U}(n) \) with zeros of \( \zeta \) at height \( T \), with
\[
n = \log \left( \frac{T}{2\pi} \right),
\]
so that the only natural parameter, namely the density of points, is the same.

We next transform the zeta zeros (and unitary eigenvalues correspondingly) so that the average spacing is 1. Suppose (in this case, really just for convenience of exposition) that RH holds, and order the zeros in the upper half-plane \( \rho_n = \frac{1}{2} + iT_n \) so that \( 0 < t_1 \leq t_2 \leq \cdots \). Define the “unfolded zeros” by
\[
w_n := \frac{T_n}{2\pi} \log \left( \frac{T_n}{2\pi} \right),
\]
so that by the Riemann–von Mangoldt formula,
\[
\lim_{W \to 0} \frac{1}{W} \left| \{ w_n : 0 < w_n \leq W \} \right| = 1.
\]
For \( \alpha < \beta \) and \( W > 0 \), define the functions
\[
F_\zeta(\alpha, \beta; W) = \frac{1}{W} \left| \{ w_j, w_k \in [0, W] : \alpha \leq w_j - w_k < \beta \} \right|
\]
and
\[
F_\zeta(\alpha, \beta) = \lim_{W \to \infty} F_\zeta(\alpha, \beta; W).
\]
That is, \( F_\zeta \) gives the asymptotic density of zeta zeros separated by a prescribed distance.

The so-called two-point correlation function \( R_{2,\zeta}(x) \) (we will see the connection with our earlier use of this term shortly) can be defined by the formula
\[
F_\zeta(\alpha, \beta) = \int_0^x R_{2, \zeta}(x) dx + \frac{1}{2} \delta(\alpha, \beta)(0).
\]
A fundamental goal in understanding the distribution of the zeros of \( \zeta \) is to understand the behavior of the function \( F_\zeta(\alpha, \beta) \), or equivalently, \( R_{2, \zeta}(x) \). To do this, it is useful to generalize \( F_\zeta \) as follows: given a test function \( f \), let
\[
F_{2, \zeta}(f; W) := \frac{1}{W} \sum_{0 < w_j, w_k \leq W} f(w_j - w_k).
\]
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In particular, \( F_{2,\zeta}(\mathbb{1}_{(\alpha,\beta)};W) = F_{\zeta}(\alpha,\beta;W) \). For certain test functions, \( \lim_{W \to \infty} F_{2,\zeta}(f;W) \) can be computed explicitly.

**Theorem 7.1** (Montgomery \cite{Montgomery}) Let \( f : \mathbb{R} \to \mathbb{R} \) be such that \( \hat{f}(\xi) = \int_{-\infty}^{\infty} f(x) e^{2\pi i x \xi} \, dx \) is supported in \((-1,1)\). Then

\[
\lim_{W \to \infty} F_{2,\zeta}(f;W) = \int_{-\infty}^{\infty} f(x) \left[ 1 - \left( \frac{\sin(\pi x)}{\pi x} \right)^2 \right] \, dx.
\]

Montgomery’s theorem unfortunately does not apply to \( f = \mathbb{1}_{(\alpha,\beta)} \); Montgomery’s conjecture says that the theorem holds without the restriction on the support of \( \hat{f} \), so that for \( R_{2,\zeta} \) as defined above,

\[
R_{2,\zeta}(x) = 1 - \left( \frac{\sin(\pi x)}{\pi x} \right)^2.
\]

Back on the random matrix side, let \( U \) be a random unitary matrix with eigenvalues \( \{e^{i\theta_1}, \ldots, e^{i\theta_n}\} \), and consider the rescaled eigenangles \( \phi_j := \left( \frac{\theta_j}{2\pi} \right) n \), so that the average spacing is 1. Consider the analog to \( F_{2,\zeta}(f;W) \) given by

\[
F_{2,U}(f) := \frac{1}{n} \sum_{j=1}^{n} f(\phi_j - \phi_k).
\]

Fix \( \alpha < \beta \) and suppose that \( 0 \notin (\alpha,\beta) \). Then

\[
\mathbb{E} \left[ F_{2,U}(\mathbb{1}_{(\alpha,\beta)}) \right] = \frac{1}{n} \mathbb{E} \left[ \left| \{(j,k) : \alpha \leq \phi_j - \phi_k < \beta\} \right| \right] = \frac{1}{n} \mathbb{E} \left[ \left| \{(j,k) : \frac{2\pi \alpha}{n} + \theta_k \leq \theta_j < \frac{2\pi \beta}{n} + \theta_k\} \right| \right].
\]

For \( M \in \mathbb{N} \), divide \([0,2\pi)\) into \( M \) ordered subintervals \( I_1, I_2, \ldots, I_M \) of equal length. It follows from the dominated convergence theorem that

\[
\frac{1}{n} \mathbb{E} \left[ \left| \{(j,k) : \frac{2\pi \alpha}{n} + \theta_k \leq \theta_j < \frac{2\pi \beta}{n} + \theta_k\} \right| \right] = \frac{1}{n} \mathbb{E} \left[ \lim_{M \to \infty} \sum_{j=1}^{M} \left| \{(j,k) : \theta_k \in I_{\ell}, \theta_j \in I_{\ell} + \left[ \frac{2\pi \alpha}{n}, \frac{2\pi \beta}{n} \right)\} \right| \right] = \frac{1}{n} \lim_{M \to \infty} \sum_{j=1}^{M} \mathbb{E} \left[ N_{I_{\ell} \cap \left[ \frac{2\pi \alpha}{n}, \frac{2\pi \beta}{n} \right)} \right].
\]

Now, since \( 0 \notin (\alpha,\beta) \), the intervals \( I_{\ell} \) and \( I_{\ell} + \left[ \frac{2\pi \alpha}{n}, \frac{2\pi \beta}{n} \right) \) are disjoint when \( N \)
is large enough, and so for $\rho_2$ the 2-point correlation function of the unitary eigenangle process (see Section 3.2).

$$\frac{1}{n} \lim_{M \to \infty} \left( \sum_{\ell=1}^{M} \mathbb{E} \left[ N_{I_{\ell}} N_{I_{\ell} + \left[ \frac{\pi}{2}, \frac{3\pi}{2} \right]} \right] \right)$$

$$= \frac{1}{n} \lim_{M \to \infty} \left( \sum_{\ell=1}^{M} \frac{1}{(2\pi)^2} \int_{I_{\ell}} \int_{I_{\ell} + \left[ \frac{\pi}{2}, \frac{3\pi}{2} \right]} \rho_2(x,y) dy \right)$$

$$= \frac{1}{2\pi n} \int_{\frac{\pi}{2}}^{\frac{3\pi}{2}} \rho_2(0,y) dy$$

$$= \frac{1}{2\pi} \int_{\alpha}^{\beta} \left[ 1 - \left( \frac{\sin(\pi u)}{n \sin \left( \frac{\pi u}{n} \right)} \right)^2 \right] du,$$

using the form of $\rho_2(x,y)$ given by the chart on page 88.

If $0 \in [\alpha, \beta)$, then the argument above needs to be modified only slightly: in that case,

$$\sum_{\ell=1}^{M} \mathbb{E} \left[ N_{I_{\ell}} N_{I_{\ell} + \left[ \frac{\pi}{2}, \frac{3\pi}{2} \right]} \right] = \sum_{\ell=1}^{M} \mathbb{E} \left[ N_{I_{\ell}}^2 + N_{I_{\ell}} N_{I_{\ell} + \left[ \frac{\pi}{2}, \frac{3\pi}{2} \right]} \right].$$

We have seen (Theorem 4.8) that $\text{Var}(N_{I_{\ell}}) = O(\log(n))$, and so

$$\lim_{n \to \infty} \frac{1}{n} \lim_{M \to \infty} \sum_{\ell=1}^{M} \mathbb{E}[N_{I_{\ell}}^2] = \lim_{n \to \infty} \frac{1}{n} \lim_{M \to \infty} \sum_{\ell=1}^{M} \mathbb{E}[N_{I_{\ell}}^3] = 1,$$

whereas the second term can be treated exactly as in the previous case.

It thus follows that

$$\lim_{n \to \infty} \mathbb{E} \left[ F_{2,n}(I_{[\alpha,\beta])} \right] = \int_{\alpha}^{\beta} \left[ 1 - \left( \frac{\sin(\pi u)}{\pi u} \right)^2 \right] du + \mathbb{I}_{[\alpha,\beta]}(0),$$

which exactly matches Montgomery’s conjecture for the zeta zeros.

### 7.2 The zeta function and characteristic polynomials of random unitary matrices

The computations in the previous section suggest that the eigenvalues of a random matrix, i.e., the zeros of its characteristic polynomial, behave similarly to the zeros of the Riemann zeta-function. An important next step was taken by Jon Keating and Nina Snaith in [66], who suggested that the value distribution of the characteristic polynomial of a random unitary matrix is a reasonable
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(local) model for the value distribution of the zeta-function itself. They demonstrated the validity of this idea by comparing new theorems in random matrix theory to known results and conjectures on the value distribution of the zeta-function; this in turn allowed them to formulate new conjectures on the value distribution of the zeta function, which are well-supported by numerical work. This section gives a survey of some of the results and conjectures of Keating and Snaith, with the numerical evidence deferred until the next section.

The following theorem and conjecture are the two main points of comparison on the zeta side.

**Theorem 7.2** (Selberg)  
Let \( E \subseteq \mathbb{C} \) be a rectangle. Then

\[
\lim_{T \to \infty} \mu \left\{ t : T \leq t \leq 2T, \frac{\log \zeta \left( \frac{1}{2} + it \right)}{\frac{1}{2} \log \log (\frac{T}{2\pi})} \in E \right\} = \frac{1}{2\pi} \int_E e^{-\frac{1}{2}(x^2+y^2)} \, dx \, dy,
\]

where \( \mu \) denotes Lebesgue measure on the line.

**Conjecture 7.3** (Moment conjecture)  
Let \( \lambda \geq 0 \). There is a function \( f(\lambda) \) such that

\[
\lim_{T \to \infty} \frac{1}{(\log(T))^{\frac{1}{2}}} \frac{1}{T} \int_0^T \left| \left( \frac{1}{2} + it \right) \right|^{2\lambda} \, dt = f(\lambda)a(\lambda),
\]

where the arithmetic factor \( a(\lambda) \) is given by

\[
a(\lambda) = \prod_p \left( 1 - \frac{1}{p} \right)^{\frac{1}{2}} \left( \sum_{m=0}^{\infty} \left( \frac{\Gamma(\lambda + m)}{m!\Gamma(\lambda)} \right)^2 \frac{1}{p^m} \right).
\]

(It is traditional to separate this arithmetic factor, which comes from number-theoretic considerations, rather than incorporating the unknown function \( f(\lambda) \) into it, but of course one could simply state the conjecture as asserting the existence of the limit on the left-hand side.) The conjecture is trivially true when \( \lambda = 0 \), with \( f(0) = 1 \). It is known to be true when \( \lambda = 1, 2 \) with \( f(1) = 1 \) and \( f(2) = \frac{12}{11} \). Aside from that, the conjecture is open, and prior to the work of Keating and Snaith, there were only even conjectured values for \( f(\lambda) \) at \( \lambda = 3, 4 \).

On the random matrix side, consider the characteristic polynomial

\[
Z(U, \theta) := \det(I - U e^{-i\theta}) = \prod_{j=1}^{n}(1 - e^{i\theta_j - \theta_j}),
\]

where \( U \in \mathbb{U}(n) \) has eigenvalues \( \{e^{i\theta_1}, \ldots, e^{i\theta_n}\} \). The following result is then the analog of Theorem 7.2.
Theorem 7.4 (Keating–Snaith) Let \( Z(U, \theta) = \det(I - U e^{-i\theta}) \) be the characteristic polynomial of a random matrix \( U \in U(n) \), and let \( E \subseteq \mathbb{C} \) be a rectangle. Then

\[
\lim_{n \to \infty} \mathbb{P} \left[ \frac{\log(Z(U, \theta))}{\sqrt{\frac{1}{2} \log(n)}} \in E \right] = \frac{1}{2\pi} \int_{E} e^{-\frac{1}{2}(x^2+y^2)} \, dx \, dy.
\]

In the case of Conjecture 7.3, the analogous limit on the random matrix side not only exists but can actually be computed, as follows.

Theorem 7.5 (Keating–Snaith) Let \( Z(U, \theta) = \det(I - U e^{-i\theta}) \) be the characteristic polynomial of a random matrix \( U \in U(n) \), and let \( \lambda \in \mathbb{C} \) with \( \Re(\lambda) > -\frac{1}{2} \). Then

\[
\lim_{n \to \infty} \frac{1}{n} \lambda^2 \mathbb{E} \left[ |Z(U, \theta)|^{2\lambda} \right] = \frac{G^2(1 + \lambda)}{G(1 + 2\lambda)},
\]

where \( G \) is the Barnes G-function, defined by

\[
G(1 + z) = (2\pi)^{\frac{1}{2}} e^{-(1+z)^2} \frac{1}{\Gamma(z+1)} \prod_{j=1}^{\infty} \left[ 1 + \frac{\gamma}{j} \right] e^{-\frac{1}{2} \frac{1}{j^2}} \frac{1}{(j + z)^j}.
\]

with \( \gamma \) denoting the Euler–Mascheroni constant. In particular, for \( k \in \mathbb{N} \),

\[
\lim_{n \to \infty} \frac{1}{n^k} \mathbb{E} \left[ |Z(U, \theta)|^{2k} \right] = \frac{\prod_{j=0}^{k-1} j!}{\prod_{j=0}^{k+k} (j + k)!}.
\]

This result had a huge impact because it suggested the following conjecture for the value of the function \( f(\lambda) \) in Montgomery’s conjecture.

Conjecture 7.6 (Keating–Snaith) Let \( f(\lambda) \) be as in Montgomery’s conjecture, and let

\[
f_U(\lambda) := \frac{G^2(1 + \lambda)}{G(1 + 2\lambda)} = \lim_{n \to \infty} \frac{1}{n^e} \mathbb{E} \left[ |Z(U, \theta)|^{2\lambda} \right].
\]

Then for \( \Re(\lambda) > -\frac{1}{2} \),

\[
f(\lambda) = f_U(\lambda).
\]

As mentioned above, the values of \( f \) were only known previously at \( \lambda = 1, 2 \). Aside from that, there were conjectures, by Conrey and Ghosh at \( \lambda = 3 \) and Conrey and Gonek at \( \lambda = 4 \), which match the Keating–Snaith conjecture above.

The key ingredient for the results on the characteristic polynomial stated above is the following explicit expression for the moment generating function of \( \log(Z(U, \theta)) \).
Lemma 7.7 Let \( U \in \mathbb{U}(n) \) be a random unitary matrix, and let \( Z(U, \theta) = \det(I - U e^{-i\theta}) \) denote the characteristic polynomial of \( U \). Let \( s, t \in \mathbb{C} \) with \( \text{Re}(t \pm s) > -2 \). Then for all \( \theta \in [0, 2\pi) \),

\[
\mathbb{E} \left[ |Z(U, \theta)|^t e^{i t \text{Im}\log(Z(U, \theta))} \right] = \prod_{k=1}^n \frac{\Gamma(k)\Gamma(k + t)}{\Gamma \left( k + \frac{1}{2} \right) \Gamma \left( k + \frac{1}{2} + \frac{1}{2} \right)} \quad (7.1)
\]

Proof First note that since the distribution of the eigenvalues of \( U \) is rotationally invariant, \( Z(U, \theta) \equiv Z(U, 0) \) for all \( \theta \); we will therefore immediately specialize to \( \theta = 0 \), and write \( Z := Z(U, 0) \).

Note also that, with probability one, none of the eigenangles \( \theta_j \) are 0 and so \( 1 - e^{i\theta_j} \) is in the right half-plane where we may unambiguously set the argument in \((-\pi, \pi)\).

By the Weyl integration formula,

\[
\mathbb{E} \left[ |Z|^t e^{i t \text{Im}\log(Z)} \right] = \mathbb{E} \left[ \left| \prod_{j=1}^n (1 - e^{\theta_j}) \right|^t e^{i t \sum_{j=1}^n \text{Im}(1 - e^{i\theta_j})} \right] = \frac{1}{(2\pi)^n n!} \int_0^{2\pi} \cdots \int_0^{2\pi} \left| \prod_{j=1}^n (1 - e^{i\theta_j}) \right|^t e^{-i \sum_{j=1}^n \sum_{m=1}^\infty \frac{\sin \theta_j}{m}} \left\| e^{i\theta} - e^{i\theta_j} \right\|^2 d\theta_1 \cdots d\theta_n \quad (7.2)
\]

where we have also expanded the logarithm in the exponent.

This integral can (with some effort) be evaluated using Selberg’s integral formula, stated as follows.

For \( a, b, \alpha, \beta, \delta \in \mathbb{C} \) with \( \text{Re}(a), \text{Re}(b), \text{Re}(\alpha), \text{Re}(\beta) > 0; \text{Re}(\alpha + \beta) > 1 \); and

\[
-\frac{1}{n} < \text{Re}(\delta) < \min \left\{ \frac{\text{Re}(\alpha)}{n - 1}, \frac{\text{Re}(\beta)}{n - 1}, \frac{\text{Re}(\alpha + \beta + 1)}{2(n - 1)} \right\}
\]
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\[ J(a, b, \alpha, \beta, \delta, n) := \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \left| \prod_{1 \leq j < k \leq n} (x_j - x_k) \right|^2 \prod_{j=1}^{n} (a + ix_j)^{-\alpha} (b - ix_j)^{-\beta} dx_1 \cdots dx_n \]

\[ = \frac{(2\pi)^n}{(a + b)^{\alpha + \beta - \delta n - \delta(n-1)}} \prod_{j=0}^{n-1} \Gamma(1 + \delta + j\delta) \Gamma(\alpha + \beta - (n + j - 1)\delta - 1) \Gamma(1 + \delta) \Gamma(\alpha - j\delta) \Gamma(\beta + j\delta). \]

Examining the factors in the integrand in (7.2),

\[ \prod_{1 \leq j < k \leq n} |e^{i\theta_j} - e^{i\theta_k}|^2 = \prod_{1 \leq j < k \leq n} |e^{i\theta_j} - e^{i\theta_k}|^2 = 2^{n(n-1)} \prod_{1 \leq j < k \leq n} \left| \sin \left( \frac{\theta_j - \theta_k}{2} \right) \right|^2, \]

and similarly,

\[ \left| \prod_{j=1}^{n} (1 - e^{i\theta_j}) \right| = 2^n \prod_{j=1}^{n} \left| \sin \left( \frac{\theta_j}{2} \right) \right|. \]

For each \( \theta_j \in (0, 2\pi) \),

\[ \sum_{m=1}^{\infty} \frac{\sin(m\theta_j)}{m} = \frac{\pi - \theta_j}{2} \]

(this is just the expansion of \( \frac{\pi - x}{2} \) as a Fourier series on \((0, 2\pi)\)), and so

\[ \mathbb{E} \left[ |Z|^2 e^{is \Im \log(Z)} \right] = \frac{2^{n(n-1)+n}}{(2\pi)^n n!} \int_0^{2\pi} \cdots \int_0^{2\pi} \left| \prod_{j=1}^{n} \sin \left( \frac{\theta_j}{2} \right) \right|^2 \prod_{j=1}^{n} e^{-is \frac{\theta_j}{2}} \times \prod_{1 \leq j < k \leq n} \left| \sin \left( \frac{\theta_j - \theta_k}{2} \right) \right|^2 d\theta_1 \cdots d\theta_n. \]
Letting \( \phi_j = \frac{\theta_j - \pi}{2} \) now gives that

\[
E \left| Z \right| e^{i \text{Im} \log(Z)} = \frac{2^{n^2+2n}}{(2\pi)^n n!} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cdots \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \prod_{j=1}^{n} \cos(\phi_j) \prod_{j=1}^{n} e^{i\phi_j} \prod_{1 \leq j < k \leq n} \left| \sin(\phi_j - \phi_k) \right|^2 d\phi_1 \cdots d\phi_n
\]

\[
= \frac{2^{n^2+2n}}{(2\pi)^n n!} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cdots \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \prod_{j=1}^{n} \cos(\phi_j) \prod_{j=1}^{n} e^{i\phi_j} \times \prod_{1 \leq j < k \leq n} \left| \sin(\phi_j) \cos(\phi_k) - \cos(\phi_j) \sin(\phi_k) \right|^2 d\phi_1 \cdots d\phi_n
\]

\[
= \frac{2^{n^2+2n}}{(2\pi)^n n!} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cdots \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \prod_{j=1}^{n} \cos(\phi_j) \prod_{j=1}^{n} e^{i\phi_j} \times \prod_{1 \leq j < k \leq n} \left| \tan(\phi_j) - \tan(\phi_k) \right|^2 d\phi_1 \cdots d\phi_n.
\]

Now letting \( x_j = \tan(\phi_j) \) so that

\[
\cos(\phi_j) = \frac{1}{\sqrt{1 + x_j^2}} \quad \text{sin}(\phi_j) = \frac{x_j}{\sqrt{1 + x_j^2}}
\]

gives that

\[
E \left| Z \right| e^{i \text{Im} \log(Z)} = \frac{2^{n^2+2n}}{(2\pi)^n n!} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{j=1}^{n} \left| \frac{1 + i x_j}{\sqrt{1 + x_j^2}} \right|^{1+2n} d\phi_1 \cdots d\phi_n
\]

\[
= \frac{2^{n^2+2n}}{(2\pi)^n n!} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{j=1}^{n} \left| (1 + i x_j)^{(n+\frac{1}{2})} (1 - i x_j)^{(n+\frac{1}{2})} \right| d\phi_1 \cdots d\phi_n
\]

\[
= \frac{2^{n^2+2n}}{(2\pi)^n n!} \left( \frac{d}{dt} \right)^n \left( 1, n + \frac{t}{2} - \frac{s}{2}, n + \frac{t}{2} + \frac{s}{2}, 1, n \right).
\]

The conditions for Selberg’s integral formula to apply are that \( \text{Re}(t \pm s) > -2 \);
under these conditions, the formula yields

\[
\mathbb{E} \left| Z \right| e^{it \text{Im}(\log(Z))} = \prod_{k=1}^{n} \frac{\Gamma(k) \Gamma(k + t)}{\Gamma(k + \frac{t}{2} - \frac{s}{2}) \Gamma(k + \frac{t}{2} + \frac{s}{2})}
\]
as claimed.

\[\Box\]

**Proof of Theorem 7.4** As before, it suffices to consider \( Z = Z(U, 0) \). For \( t, s \in \mathbb{R} \), let

\[
q = \frac{s}{\sqrt{\frac{1}{2} \log(n)}}, \quad r = \frac{t}{\sqrt{\frac{1}{2} \log(n)}}.
\]

The moment generating function of the complex random variable \( \frac{\log(Z)}{\sqrt{\frac{1}{2} \log(n)}} \) is

\[
M(t, s) = \mathbb{E} \left[ Z^t e^{is \text{Im}(\log(Z))} \right] = \prod_{k=1}^{n} \frac{\Gamma(k) \Gamma(k + r)}{\Gamma(k + \frac{r}{2} - \frac{q}{2}) \Gamma(k + \frac{r}{2} + \frac{q}{2})},
\]

and so

\[
\log(M(t, s)) = \sum_{k=1}^{n} \left[ \log(\Gamma(k)) + \log(\Gamma(k + r)) - \log \left( \Gamma \left( k + \frac{r}{2} - \frac{q}{2} \right) \right) - \log \left( \Gamma \left( k + \frac{r}{2} + \frac{q}{2} \right) \right) \right].
\]  

The idea is to evaluate the limit in a neighborhood of \( (t, s) = (0, 0) \) by first expanding this expression as a power series in \( s \) and \( t \) and then taking the limit as \( n \to \infty \); the claimed central limit theorem follows if we can show that for \( s \) and \( t \) small enough,

\[
\lim_{n \to \infty} \frac{\log(M(t, s))}{\sqrt{\frac{1}{2} \log(n)}} = t^2 - s^2 = \log \mathbb{E}[e^{Z_1 + isZ_2}],
\]

where \( Z_1 \) and \( Z_2 \) are independent standard Gaussian random variables.

Now, by definition \( M(0, 0) = 1 \) and so \( \log(M(0, 0)) = 0 \).

For \( \ell \geq 0 \), let

\[
\psi^{(\ell)}(z) = \frac{d^{\ell+1} \log(\Gamma(z))}{dz^{\ell}} = (-1)^{\ell+1} \int_{0}^{\infty} \frac{t^{\ell} e^{-t}}{1 - e^{-t}} dt
\]

denote the \( \ell \)th polygamma function. Then by (7.3),

\[
\frac{\partial}{\partial s} \left[ \log(M(t, s)) \right] = \frac{1}{\sqrt{2 \log(n)}} \sum_{k=1}^{n} \left[ \frac{\psi^{(0)} \left( k + \frac{t - s}{\sqrt{2 \log(n)}} \right) - \psi^{(0)} \left( k + \frac{t + s}{\sqrt{2 \log(n)}} \right)}{\sqrt{2 \log(n)}} \right].
\]
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and so

\[
\frac{\partial}{\partial s} \left[ \log(M(t, s)) \right] \bigg|_{(0,0)} = 0.
\]

Similarly,

\[
\frac{\partial}{\partial t} \left[ \log(M(t, s)) \right] \bigg|_{(0,0)} = 0 \quad \text{and} \quad \frac{\partial^2}{\partial t \partial s} \left[ \log(M(t, s)) \right] \bigg|_{(0,0)} = 0,
\]

and so the power series expansion of \( \log(M(t, s)) \) has no terms of order 0 or 1 and no \( st \) term.

Continuing,

\[
\frac{\partial^2}{\partial s^2} \left[ \log(M(t, s)) \right] = -\frac{1}{2 \log(n)} \sum_{k=1}^{n} \left[ \psi^{(1)}(k + \frac{t - s}{\sqrt{2 \log(n)}}) + \psi^{(1)}(k + \frac{t + s}{\sqrt{2 \log(n)}}) \right],
\]

and so

\[
\frac{\partial^2}{\partial s^2} \left[ \log(M(t, s)) \right] \bigg|_{(0,0)} = -\frac{1}{\log(n)} \sum_{k=1}^{n} \psi^{(1)}(k).
\]

Using the integral expression for \( \psi^{(1)} \) from (7.4),

\[
\sum_{k=1}^{n} \psi^{(1)}(k) = \int_{0}^{\infty} \frac{t}{1 - e^{-t}} \left( \sum_{k=1}^{n} e^{-kt} \right) dt = \int_{0}^{\infty} t e^{-t(1 - e^{-nt})} \left[ \frac{1}{1 - e^{-t}} \right] dt = \int_{0}^{\infty} \left[ t(1 - e^{-nt}) \right] \frac{d}{dt} \left( \frac{e^{-t}}{1 - e^{-t}} \right) dt = \int_{0}^{\infty} \left( \frac{e^{-t}}{1 - e^{-t}} \right) \left[(1 - e^{-nt}) + nte^{-nt}\right] dt.
\]

Rearranging and re-expanding the geometric sums, this last expression is

\[
\int_{0}^{\infty} \left[ \frac{e^{-t(1 - e^{-nt})}}{1 - e^{-t}} + nte^{-it} \right] dt = \int_{0}^{\infty} \left[ \sum_{k=1}^{n} e^{-kt} \right] + nt \left( \sum_{k=1}^{\infty} e^{-kt} \right) dt = \sum_{k=1}^{n} \frac{1}{k} + n \sum_{k=1}^{\infty} \frac{1}{kt} = \log(n) + O(1).
\]

It thus follows that

\[
\lim_{n \to \infty} \left\{ \frac{s^2}{2} \frac{\partial^2}{\partial s^2} \left[ \log(M(t, s)) \right] \bigg|_{(0,0)} \right\} = -\frac{s^2}{2}.
\]

The proof that

\[
\lim_{n \to \infty} \left\{ \frac{t^2}{2} \frac{\partial^2}{\partial t^2} \left[ \log(M(t, s)) \right] \bigg|_{(0,0)} \right\} = \frac{t^2}{2}
\]
is nearly identical. It thus remains to show that in some neighborhood of \((0, 0)\), for \(s\) and \(t\) fixed,

\[
\lim_{n \to \infty} \left( \sum_{j, \ell \geq 3} s^j t^\ell \frac{\partial^{j+\ell}}{\partial s^j \partial t^\ell} \log(M(t, s)) \right)_{(0, 0)} = 0.
\]

From (7.3),

\[
\frac{\partial^{j+\ell}}{\partial s^j \partial t^\ell} \log(M(t, s))_{(0, 0)} = \sum_{k=1}^n \left( \psi^{(j+\ell-1)}(k) \left( \frac{2}{\log(n)} \right)^{j+\ell-1} + \psi^{(j+\ell-1)}(k) \left( \frac{1 + (-1)^j}{2 \log(n)^{\frac{\ell}{2}}} \right) \right).
\]

We will just consider the second term; the first is essentially the same, but slightly easier.

Using the integral representation of the polygamma function and integration by parts as above,

\[
\sum_{k=1}^n \psi^{(j+\ell-1)}(k) = (-1)^{j+\ell} \sum_{k=1}^n \left[ \int_0^{\infty} \frac{t^{j+\ell-1} e^{-k t}}{1 - e^{-t}} dt \right]
\]

\[
= (-1)^{j+\ell} \int_0^{\infty} \frac{t^{j+\ell-1} e^{-t}}{(1 - e^{-t})^2} dt
\]

\[
= (-1)^{j+\ell} \int_0^{\infty} \left( \frac{e^{-t}}{1 - e^{-t}} \right) \left( (j + \ell - 1) t^{j+\ell-2} - (j + \ell - 1) t^{j+\ell-2} e^{-\eta n} + n t^{j+\ell-1} e^{-\eta n} \right) dt.
\]

Now, for \(n \geq 2\),

\[
\int_0^{\infty} \frac{e^{-t}}{e^t - 1} dt = \Gamma(n) \zeta(n),
\]

and so

\[
\int_0^{\infty} \left( \frac{e^{-t}}{1 - e^{-t}} \right) (j + \ell - 1) t^{j+\ell-2} dt
\]

\[
= (j + \ell - 1) \int_0^{\infty} \frac{t^{j+\ell-2}}{e^t - 1} dt = (j + \ell - 1)! \zeta(j + \ell - 1).
\]

For \(j + \ell \geq 3\), this last expression is bounded by \((j + \ell)! \zeta(2)\), and so it follows
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that

$$
\left| \sum_{j+\ell \geq 3} \frac{i^j \ell^\ell (-1)^j j! (-1)^\ell}{j! \ell!(2 \log(n))^{3/2}} \int_0^\infty \left( \frac{e^{-t}}{1 - e^{-t}} \right)^{j+\ell-1} e^{-t} \, dt \right|
\leq 2\zeta(2) \sum_{m=3}^{\infty} \sum_{j=0}^m \left( \frac{\Gamma(j+\ell-1) \Gamma(j+\ell-2)}{\Gamma(2\log(n))^{m-2}} \right)
\leq \frac{2\zeta(2)}{(2 \log(n))^2} \sum_{m=3}^{\infty} (|s| + |t|)^m,
$$

which tends to zero as $n \to \infty$, as long as $|s| + |t| < 1$.

Considering the absolute value of the remaining terms in (7.5),

$$
\int_0^\infty \left( \frac{e^{-t}}{1 - e^{-t}} \right)^{j+\ell-1} e^{-nt} dt
\leq \frac{1}{n^{j+\ell-2}} \int_0^\infty \left( (j+\ell-1)y^{j+\ell-3} + y^{j+\ell-2} \right) e^{-ny} dy
\leq \frac{2(j+\ell-1)}{n^{j+\ell-2}},
$$

where we have used the estimate $e^t - 1 \geq t$ in the first inequality.

We can now bound the contribution to the tail of the power series for $\log(M(t, s))$:

$$
\sum_{j+\ell \geq 3} \frac{2|s|^j |t|^\ell}{j! \ell!(2 \log(n))^{3/2}} \int_0^\infty \left( \frac{e^{-t}}{1 - e^{-t}} \right)^{j+\ell-1} e^{-nt} dt
\leq \frac{4}{n(2 \log(n))^2} \sum_{m=3}^{\infty} \sum_{j=0}^m \left( \frac{\Gamma(j+\ell-1) \Gamma(j+\ell-2)}{\Gamma(2\log(n))^{m-2}} \right)
\leq \frac{4}{n(2 \log(n))^2} \sum_{m=3}^{\infty} (|s| + |t|)^m,
$$

which again tends to zero as long as $|s| + |t| < 1$.

We have therefore shown that if $|s| + |t| < 1$, then

$$
\lim_{n \to \infty} \log(M(t, s)) = \frac{t^2}{2} - \frac{s^2}{2}.
$$
which completes the proof of the bivariate Gaussian limit.

Proof of Theorem 7.5 As usual, set \( \theta = 0 \) and consider \( Z = Z(U, 0) \). Letting \( s = 0 \) and \( t = 2\lambda \) in the statement of Lemma 7.7 gives that

\[
\frac{1}{n^{\lambda^2}} \mathbb{E} \left[ |Z|^2 \right] = \frac{1}{n^{\lambda^2}} \prod_{k=1}^{n} \frac{\Gamma(k)\Gamma(k + 2\lambda)}{(k + \lambda)^2}.
\] (7.6)

The Barnes \( G \)-function satisfies the functional equation \( G(z + 1) = \Gamma(z)G(z) \), so that

\[
\Gamma(z) = \frac{G(z + 1)}{G(z)}.
\]

Expressing all the gamma functions in (7.6) as ratios of \( G \) functions in this way leads to massive cancellation, so that

\[
\frac{1}{n^{\lambda^2}} \mathbb{E} \left[ |Z|^2 \right] = \frac{G^2(1 + \lambda)}{G(1 + 2\lambda)} \left[ \frac{G(n + 1)G(n + 1 + 2\lambda)}{n^{\lambda^2}G^2(n + 1 + \lambda)} \right],
\]

using the fact that \( G(1) = 1 \).

To prove the theorem, it therefore suffices to show that for \( \lambda \) fixed,

\[
\lim_{n \to \infty} \left[ \frac{G(n + 1)G(n + 1 + 2\lambda)}{n^{\lambda^2}G^2(n + 1 + \lambda)} \right] = 1.
\]

For \( z \) in the right half-plane with \( |z| \) large, there is the following expansion of \( \log(G(z + 1)) \):

\[
\log(G(z + 1)) = C + \frac{z}{2} \log(2\pi) + \left( \frac{z^2}{2} - \frac{1}{12} \right) \log(z) - \frac{3z^2}{4} + O\left( \frac{1}{z^2} \right).
\]
Taking the logarithm of the expression above and using this expansion yields

\[
\log \left[ \frac{G(n + 1)G(n + 1 + 2\lambda)}{n^2 G^2(n + 1 + \lambda)} \right] = -\lambda^2 \log(n) + \left(\frac{n^2}{2} - \frac{1}{12}\right) \log(n) + \left(\frac{(n + 2\lambda)^2}{2} - \frac{1}{12}\right) \log\left(n \left(1 + \frac{2\lambda}{n}\right)\right)
\]

\[
- 2 \left(\frac{n + \lambda}{2} - \frac{1}{12}\right) \log\left(n \left(1 + \frac{\lambda}{n}\right)\right) - \frac{3n^2}{4} - \frac{3(n + 2\lambda)^2}{4}
\]

\[
+ \frac{3(n + \lambda)^2}{2} + O\left(\frac{1}{n^2}\right)
\]

\[
= \left(\frac{n^2}{2} + 2n\lambda + 2\lambda^2 - \frac{1}{12}\right) \log\left(1 + \frac{2\lambda}{n}\right)
\]

\[
- \left(n^2 + 2n\lambda + \lambda^2 - \frac{1}{6}\right) \log\left(1 + \frac{\lambda}{n}\right) - \frac{3\lambda^2}{2} + O\left(\frac{1}{n^2}\right)
\]

\[
= \left(\frac{n^2}{2} + 2n\lambda + 2\lambda^2 - \frac{1}{12}\right) \left(\frac{2\lambda}{n} - \frac{2\lambda^2}{n^2} + O\left(\frac{1}{n^3}\right)\right)
\]

\[
- \left(n^2 + 2n\lambda + \lambda^2 - \frac{1}{6}\right) \left(\frac{\lambda}{n} - \frac{\lambda^2}{2n^2} + O\left(\frac{1}{n^3}\right)\right) - \frac{3\lambda^2}{2} + O\left(\frac{1}{n^2}\right)
\]

\[
= O\left(\frac{1}{n}\right),
\]

where the implicit constants depend on \( \lambda \). It thus follows that

\[
\lim_{n \to \infty} \log \left[ \frac{G(n + 1)G(n + 1 + 2\lambda)}{n^2 G^2(n + 1 + \lambda)} \right] = 0,
\]

which completes the proof.

\[\square\]

### 7.3 Numerical and statistical work

While the connection between the zeta zeroes and the eigenvalues of random unitary matrices remains unexplained, there is ample numerical evidence. This section is mainly to advertise the existence of serious numerical work with some impressive pictures; for the reader looking for more involved numerical and statistical analysis, see the references in the end of section notes.

The earliest numerical work in this area was by Andrew Odlyzko, who generated large tables (and then much larger tables) of zeta zeroes, which
he first used to investigate Montgomery's conjecture. Consider only the zeroes \( \rho \) with \( \text{Im}(\rho) > 0 \), and order them (with multiplicity) by imaginary part: 
\[ 0 < \text{Im}(\rho_1) \leq \text{Im}(\rho_2) \leq \cdots. \]
Odlyzko computed a large number of such zeros and found them all to be simple and lie on the critical line, so that they may be written 
\[ \rho_n = \frac{1}{2} + i t_n. \]
Recall that Montgomery's conjecture dealt with the unfolded zeroes
\[ w_n = \frac{t_n}{2\pi} \log \left( \frac{t_n^2}{2\pi} \right). \]
Rather than working with the unfolded zeroes, Odlyzko considered normalizing the spacings: for \( n \in \mathbb{N} \),
\[ \delta_n := \frac{t_{n+1} - t_n}{2\pi} \log \left( \frac{t_n}{2\pi} \right). \]
These two transformations are not meaningfully different for testing Montgomery's conjecture: either makes the average spacing equal to 1 at large height.

Figure 7.1 below illustrates the pair correlations for the data set 
\[ \{ t_n : N + 1 \leq n \leq N + M \}, \]
where \( N = 100000000000018097784511 \) and \( M = 203401872 \). The interval \([0, 3)\) is broken into subintervals \([\alpha, \beta)\) of length \( \frac{1}{20} \), and for each interval \([\alpha, \beta)\),
\[ a_{\alpha, \beta} := \frac{20}{M} \# \{(n, k) : N + 1 \leq n \leq N + M, k \geq 0, \delta_n + \cdots + \delta_{n+k} \in [\alpha, \beta) \}. \]
According to Montgomery's conjecture, we should have
\[ a_{\alpha, \beta} \approx 1 - \left( \frac{\sin (\pi \gamma)}{\pi \gamma} \right)^2, \]
for any \( \gamma \in [\alpha, \beta) \). In the figure, each interval \([\alpha, \beta)\) has a point plotted at 
\( x = \frac{\alpha + \beta}{2}, y = a_{\alpha, \beta}; \) the solid line is the graph of \( y = 1 - \left( \frac{\sin (\pi \gamma)}{\pi \gamma} \right)^2 \).

A related connection also tested by Odlyzko is the distribution of nearest neighbor spacings. One can compute the predicted distribution of the \( \delta_n \) based on the limiting pair correlation; the predicted distribution is the so-called Gaudin–Mehta distribution, which has a known, albeit not very explicit, density. Figure 7.2 below shows the empirical distribution of the \( \delta_n \) for about 10^9 zeroes of the zeta function, at height approximately 10^{23}. Each plotted point has \( x \)-coordinate at the midpoint of an interval of length \( \frac{1}{20} \) and height given by the proportion of the computed \( \delta_n \) lying in that interval. The smooth curve is the density of the predicted distribution.
Statistics related to the normalized spacings are all about the local behavior of the zeta zeroes. More global features of Odlyzko’s data were subjected to extensive statistical testing by Coram and Diaconis in [24]; below, we present two of their main results, illustrated with the relevant figures from [24].

Because global statistics of random matrices (e.g., the trace) depend on the entire ensemble of eigenvalues, a comparison with some corresponding feature of the zeta data requires one to first put blocks of zeta zeroes onto the unit circle. In their statistical analysis, Coram and Diaconis used a data set con-
Figure 7.2 (Normalized) Neighbor spacings of zeta zeroes around the $10^{23}$ zero and the random matrix prediction. Figure courtesy of Andrew Odlyzko.

sisting of 50,000 consecutive zeros starting around the $10^{20}$th zero, which is roughly at height $T = 1.5 \times 10^{19}$, corresponding to matrices of size $n = 42$. First the data set was divided into blocks of length 43. Each block was then wrapped around the unit circle so that the first and last zero were both at $z = 1$, and then the circle was randomly rotated. More concretely, for each block $\left\{ \frac{1}{2} + it_n, \ldots, \frac{1}{2} + it_{n+43} \right\}$, let $\delta_j = t_{n+j} - t_{n+j-1}$ for $j = 1, \ldots, 42$, and
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let $\Delta_j := \sum_{k=1}^j \delta_k$. Then the wrapped zeta zeroes are the (random) points $X_j = \exp\left\{2\pi i \left(\frac{\Delta_j}{\Delta_n} + U\right)\right\}$, where $U$ is a uniform random variable in $[0, 1)$.

It is a consequence of Proposition 3.11 that if $\{U_n\}_{n \in \mathbb{N}}$ is a sequence of Haar-distributed random unitary matrices, then $|\text{Tr}(U_n)|^2$ converges to an exponential random variable with mean 1. In fact, this convergence happens very quickly: it follows from work of Johansson [61] that if $U \in U(n)$ is distributed according to Haar measure, then for $t \geq 0$,

$$\left|\mathbb{P}[|\text{Tr}(U_n)|^2 \geq t] - e^{-t}\right| \leq cn^{-\delta n}$$

for some universal constants $c$ and $\delta$. Coram and Diaconis computed the corresponding norm-squared “traces” of the wrapped zeta data; the comparison with the random matrix prediction is given in Figure 7.3.

A different global test of the wrapped zeta data has to do with the covariance structure of the counting function. Fix $\theta \in [0, 1]$, and let $I(\theta)$ be the quarter-circle arc from $e^{2\pi i \theta}$ to $e^{2\pi i (\theta + \frac{1}{4})}$. Let $U$ be a random matrix in $U(n)$, and let $A(\theta)$ be the number of eigenvalues of $U$ in $I(\theta)$. Finally, let

$$R(\theta) = \text{corr}(A(\theta), A(0)).$$

An analytic expression for the density of $R(\theta)$ was found in [17]; the comparison with empirical correlations of the wrapped zeta data is shown in Figure 7.4.

These pictures neatly convey the message of the extensive testing presented in [24], that numerical and statistical testing bear out the connection between zeta zeroes and random matrix eigenvalues amazingly well.
Finally, recall the conjecture of Keating and Snaith: that the distribution of values of the characteristic polynomial of an $n \times n$ random unitary matrix is a good model for the distribution of values of $\zeta$ at height $T$, where

$$n = \log\left(\frac{T}{2\pi}\right).$$

The analytic evidence presented for the conjecture in Section 7.2 is the agreement between Selberg’s central limit theorem for the logarithm of the zeta function and Keating and Snaith’s central limit theorem for the logarithm of the characteristic polynomial of a random unitary matrix. The numerical data here are striking: there random matrix prediction of the value distribution of $\log \zeta \left(\frac{1}{2} + it\right)$ by the distribution of $\log(Z(U, 0))$ for a random matrix $U$ is better than the Gaussian approximation given by the Selberg central limit theorem! In the figures below (reproduced from [66]), the value distribution for the real and imaginary parts of $\log(Z(U, 0))$ are computed for $U$ distributed according to Haar measure in $U(42)$, and compared with value distributions (computed by Odlyzko) of the real and imaginary parts of $\log \zeta \left(\frac{1}{2} + it\right)$ for $t$.
near the $10^{20}$th zero ($t \approx 1.5 \times 10^{19}$) The Gaussian distributions predicted by the two central limit theorems are also plotted for comparison.
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Figure 7.5 The value distributions of \( \text{Re} \log(Z(U,0)) \) with \( n = 42 \), \( \text{Re} \log \zeta \left( \frac{1}{2} + it \right) \) near the 10\(^{20}\)th zero, and a Gaussian density, all scaled to have variance 1. Reprinted by permission from Springer Nature.

Notes and References

For the reader looking to delve into the random matrix approach to number theory, the volume *Recent Perspectives in Random Matrix Theory and Number Theory* [82] edited by Mezzadri and Snaith is an excellent starting point; its lectures were specifically intended to be accessible to researchers coming from number theory and those coming from random matrix theory (and to students just getting their feet wet in both!).

Following Montgomery’s work on pair correlations, the natural next step was to consider \( k \)-point correlations for general \( k \). This was first done by Rudnick and Sarnak [94] (in the context of more general \( L \)-functions, with the Riemann zeta function as a special case). This problem was taken up more recently by Conrey and Snaith [23], who introduced a new approach to the correlations on the random matrix side, which allowed for a more transparent comparison with the zeta zeroes.

In [57], Hughes, Keating, and O’Connell extended Theorem 7.4 by considering the entire random process \( Z(U, \theta) \). They showed that if

\[
Y_n(\theta) = \frac{1}{\sigma} \text{Im} \log(Z(\theta))
\]

with \( 2\sigma^2 = \log(n) \), then the finite-dimensional distributions of \( Y_n(\theta) \) con-
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Figure 7.6 The value distributions of $\text{Im} \log(Z(U, 0))$ with $n = 42$, $\text{Im} \log \zeta\left(\frac{1}{2} + it\right)$ near the $10^{20}$th zero, and a Gaussian density, all scaled to have variance 1. Reprinted by permission from Springer Nature.

verge to those of $Y(\theta)$, a centered Gaussian process with covariance function $\mathbb{E}Y(s)Y(t) = I_{s,t}$. This allowed them to recover, via the argument principle, the covariances of the eigenvalue counting functions on arcs first found by Wieand [108]. In the same paper, they proved large deviations results for $\text{Re} \log(Z(U, \theta))$ and $\text{Im} \log(Z(U, \theta))$.

In remarkable recent work, Chhaïbi, Najnudel and Nikeghbali [19] have gone considerably further, showing that, after rescaling, the characteristic polynomial of a random unitary matrix converges almost surely to a random analytic function whose zeroes form a determinantal point process on the real line, governed by the sine kernel. This in turn suggested new conjectures on the value distribution of the zeta function, in an extension of the ideas that lead to the Keating–Snaith moment conjecture.

Finally, although the connection between zeta zeros and eigenvalues of random matrices remains unproved, there is a proven connection in the “function field” case; i.e., for zeta functions for curves over finite fields. Katz and Sarnak [63] showed that the zeros of almost all such zeta functions are described by the random matrix model. See also the expository article [64].
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